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“The super-boom got out of hand when the new prtsdbecame so complicated that the
authorities could no longer calculate the risk asi@rted relying on the risk management
methods of the banks themselve§€eorge Soros, financier, businessman and notable
philanthropist - The Financial Times - December2® )8






General Introduction

Over the past decade, the economic environmentbkas characterised by high-profile business
scandals and failures, in which different compaakeholders were involved. In July 2007, the world
entered the most profound and disruptive crisi€esih929. Initially originating in the US, it has
evolved into a deep and complex crisis at globatlleresulting in significant economic damage. Lack
of market transparency, the abrupt downgradingredit ratings and the failure of Lehman Brothers
have initiated a global breakdown of trust. In autu2008 interbank markets shot down, creating a
liquidity crisis that is still having a profound pact on the cost and availability of credit, fin@hc
markets and the macro-economy as a whole. Bothrgownt and Central Banks have taken
numerous measures to address the systemic riskoamduel the economy. However, it has become
clear that the regulatory framework and measurgslane were insufficient to tackle the crisis. As
such, regulatory and supervisory financial autiesiare currently confronted with major challenges.
In order to understand the current market envirarinend the challenges these authorities are
confronted with, it is crucial to develop a basiwarstanding of the complex and often intertwined

causes of the crisis.

In 2007, the macro-economic environment was chariaetd by an unusual mix of conditions: low
volatility in debt and equity markets, low intereates, high house prices, rapid innovation inrizial
instruments, mispricing of risk etc, which evenlyiaksulted in a deterioration of lending standards
and increased leverage (e.g. Zingales (2008)).€Tkelittle evidence on how lending standards are
related to the macro-economic environment; howelierenez et al. (2006), Dell'Ariccia et al. (2008)
etc. find that during economic booms riskier boreosvobtain credit. In addition to considering
higher-risk borrowers, mortgage underwriting staddadeclined, more risky loan options were
offered and borrowing was further incentivized. aver, big US investment banks and government-
sponsored enterprises were engaging in high-risiting. So besides low interest-rates, government
and competition also contributed to a further iaseein high-risk/subprime lending. When these risky
mortgages eventually broke down, global marketsrentinto a credit crisis which soon evolved into

an equity crisis, as worried investors liquidateeirt stocks.

Furthermore, there were huge global imbalancehagstedit expansion in the US, where personal
savings were negative in 2005 and 2006, was furmedhassive capital inflows from emerging
countries such as China. In an environment of ariglédity and low returns, strong global growth
and growing capital flows, investors started logkior alternatives with higher yields, resulting in
more innovative and complex securitisation prastiddowever risk was not adequately appreciated

and due diligence was not properly observed. Thtohcally low spreads confirm that risks were
3



being mispriced, which was possible due to the opagpcuritisation practices. Financial assets were
resold and repackaged so frequently that it begarpessible to link the product being traded with th
underlying value. Even though ample liquidity and low interest rates/e been the driving force
behind the crisis, it is clear that financial inatien accelerated things.

Another important trigger of the current crisis widi® misjudgement of the risk measure- and
management practices and quality by financial tustins, regulators and supervisors. The ability of
financial institutions to manage their risk was aclg being overestimated with a subsequent
underestimation of the level of capital as a consage. For instance quite a number of financial
institutions ignored or misunderstood the inteacthetween credit and liquidity risk. The inter-kan
maturity transformation process which resulted frloonmrowing in the short term and lending in the
long term was not managed with sufficient care. &doer, the lack of transparency and the
complexity of financial innovations made things evaore challenging. The nature of transactions
often made it impossible to see whether risk hallyrebeen spread or whether it had been re-
concentrated in less visible areas. This was sttadlby the Basel | framework that encouraged banks
to engage in regulatory capital arbitrage practitagng risk off-balance. Additionally, the origite-
to-distribute modél created perverse incentives, by blurring the imahip between borrower and
lender and by taking attention away from the cregiality of the borrowerOn top of this, many

board members and senior managers did not undérgtamproducts they were exposed to.

Furthermore, Credit Rating Agencies (CRAs), anotkey suspect of the current crisis, relied on
information provided by the originators of struadrproducts when they converted securities from F-
rated to A-rated instruments. They regularly ganigld-A ratings to senior tranches of structured
products’ signalling that these instruments had the sarre leigels as standard government and
corporate bonds. It is argued that the underestmaff credit default risk largely stems from flaws
their rating methodologies. This was further aggtas by the conflict of interests credit rating
agencies were confronted with. The issuer pays huatk especially perverse effects in the area of
structured finance, where issuers shopped arougdttthe highest ratings for their products. Eaggain
for rating these instruments exceeded the ratiegfde ordinary corporations by about three times,
making the rating of securities a very lucrativel @ompetitive businedsThis incentive was further
stimulated by the fact that certain regulators ieglinvestors to limit investments to triple-A-edt
investments. In this field, Stiglitz (2009) stres#leat banks could not have done what they didowith
the complicity of the CRAs. However, if CRAs perforat an adequate level of competence and
integrity,® their services are very valuable in financial netsk At the same time, the use of ratings

! Default or credit risk was passed from mortgaggipaitors to investors using various types of finahanovation.
2 Examples of these instruments are Mortgage BaSkedrities based on risky subprime mortgages.
3 Approx $1.6 trillion in CDO originated between 2083d 2007.
* In December 2008, as a response to recent critiofgheir performance, the Security and Exchange@ission approved
measures to strengthen supervision of the CRAs.
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should never eliminate one’s own judgement. A paldir failing has been the acceptance by investors

of the ratings of structured products without ustiErding the fundamentals.

On top of this, procyclicality in both accountingdacapital requirements aggravated matters. The
mark-to-market principle forced financial institutis that had overstretched their leverage to defri
assets, resulting in fire sales. As ratings ofcstned products started to decline, risk-weighizgitel
requirements were adjusted upwards, again forcamk®to sell off assets and further reducing asset
prices. Looking for fresh equity in weakened equibarkets, banks were obliged to look for
government funding and eventually for heavy statervention. The liquidity problem banks were
initially confronted with became a solvency problem

It is clear that financial institutions play a cialaole in today’s globalized economy and thairthisk
profile has evolved dramatically over the past geanaking the financial system much more
vulnerable to macro-economical shocks. In lighthef recent developments, this research contributes
to the fundamentals of capital regulation of finahstructions and the use of internal and exkern

ratings in that respect.

Overview of dissertation papers

Chapter 1: On the road to a safer banking systemfe®ry and evidence on capital

regulation in Europe

Traditionally capital requirements have been thenftation of regulation for banks. To protect banks
against failure and to prevent an economic crigie tb contagion and systemic risk, different
stakeholders want banks to maintain a certain lef/eapital. Rating agencies, supervisors and debt
holders want higher capital to support solvencgrsholders want lower capital to boost profitailit
and even the behaviour of other banks might implaettarget capital ratio. As a result of these
conflicting interests, bank capital needs to bénoiged with as a key purpose to internalise theatoc
costs of potential bank failures. Given the cortim evolution in the risk profile of banks, the
presumed importance of capital adequacy for firarstability and the agency costs that high capital
levels might entail, regulatory authorities areaim ongoing search for optimal capital regulation. |
the past, these capital requirements were baseleoidea that maintaining a capital buffer allows a
bank to remain solvent by absorbing losses. Furtbez these rules were built on the intuition that t
solvency of individual banks ensures the soundoésise financial system as a whole. However, the
capital adequacy requirements in place have beamdfthnadequate, and as a reaction major steps to

move the banking system are currently being takefierent authorities have started reflecting on
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these issues and it became clear that we shoutatedbe basic objectives of capital regulation and
that we should assess whether the regulatory framiewn place is well suited to attain the listed

objectives and if not, to make sure it does.

Taking into account these evolutions, it is inténesto know the extent to which recommendations
have been adopted and whether the reforms have dretrare perceived to be beneficial to the
European banking sector. Based on guidance froufeatas, supervisors and policy makers, we have
put together an extensive survey that is usednterviews with various bank managers and chief risk
officers from European banks. The first chaptethtd PhD presents new evidence on where European
banks are with respect to capital regulation anchow the future road to a safer banking system
should look like. By commenting on differences andilarities between the financial institutions we
have questioned, we will describe the present staddfairs with respect to Basel Il implementation
regulatory and economic capital calculations andeB#ll expectations. In doing so, we will also
address another objective of the Basel Committee cteation of a level playing field, albeit in an

indirect way.

Our results reveal that there is broad agreemenh®nveaknesses of the current regulation, but that
opinions tend to differ quite a lot when it comessblutions. We believe that banks will benefitnfiro
regulatory changes that are grounded in and swgpday practice. Consequently, the qualitative
insights gained in this paper are key inputs fothier optimisation of bank regulation.

Chapter 2: The development of a simple and intugtikating system under Solvency |l

Another type of financial institution that has bd®th victim and cause in the financial crisis tre
insurance companies. Both practitioners and acadengive undertaken a substantial body of research
on Basel Il and more in general on risk managemain financial institutions (e.g. Van Gestel et
al., 2009). Notwithstanding the fact that insuranoenpanies are very important players in financial
markets who are involved in many credit risk expesiwand as a consequence are also prone to high

levels of uncertainty and solvency issues, liteatin the topic is scarce (Florez-Lopez, 2007).

Due to the Solvency Il Directive, insurers are eutly being confronted with new regulatory
requirements that promote internally developed msidels. This evolution emphasises the importance
of credit risk assessment through internal ratihgsrder to be Solvency Il compliant, the intefyal
developed models should be transparent, robusetiuient, creating one of the biggest challenges
insurance companies are currently faced with (CarelyHrycay, 2001; Chorafas, 2004; Grunert et al.,



2005), especially because these companies oftek datficient internal data and modelling
experience.

A big challenge in setting up an internal modethis inference of the probability of default (PI).
order to estimate the PD that is linked to an irdkrating grade, appropriate techniques must bd.us
One method of arriving at a transparent resuld iassociate an internal rating with an externahgat
and then attribute the external default rate ta ifi@rnal grade. This mapping must be based on an
extensive comparison between internal and extewataig criteria. When doing so, it is crucial for
financial institutions to understand the exterralng process (Brunner et al., 2000; Grunnert et al
2005) and when possible to align the internal axtdraal rating process and architecture (Carey and
Hrycay, 2001).

In light of this new prudential regulation, and itak into account the limited data and modelling
experience of insurance companies and the scarfcagademic research on insurance companies, the
second chapter of this dissertation suggests al Basampliant approach to predicting credit ratng
for non-rated corporations and evaluates its perémce compared to external ratings. The paper
provides an interesting modelling of non-finandtairopean companies rated by S&P. In developing
the model, broad applicability is set as an impurtaoundary condition. Even though the model
developed is fairly simple and maintains a higtelef granularity, it gives high rates of accuranyd

is very interpretable.

Chapter 3: Analyzing bank ratings: key determinarasd procyclicality

While upgrading financial regulations and supeonsiin order to prevent future crises, many
authorities are being confronted with the fact tieks taken in the process of financial intermgdra

are difficult to observe and assess from outsidelthnk. In the absence of tight regulations, this
opaqueness exposes banks to runs and systemidrriskder to reduce this lack of transparency,
credit rating agencies (CRAs) provide informatibattcan help various stakeholders to evaluate the
credit risk of issues and issuers. Even though CRa#\& been criticized a lot in the latest crisis, f

many observers of financial markets, credit ratiogstinue to play an essential role.

Morgan (2002) shows that Moody’s and S&P have nspié ratings over financial intermediaries,

suggesting that banks are more difficult to ratealse of their opagueness. This additional lack of
transparency is linked to the banks’ asset baselaidhigh leverage, which create agency problems
and further increase uncertainty over their assatsfar the research linked to ratings of financial

institutions is rather limited.

The third chapter of this dissertation presentsiret pxamination of how different factors influertbe

assignment of S&P and Moody’s long term bank ratinging a unique data set covering different
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regions, bank sizes, and bank types. In doing soinelude new bank and country specific variables.
Furthermore, we include measures of the businesle @y our analysis to determine whether long
term bank ratings tend to be related to the cyftkr @aonditioning on a set of variables. Using aainu
data on US and European banks rated by S&P anddodivls, we find that the bank ratings of both
agencies exhibit a different sensitivity to the ihass cycle. Finally, we check our findings on a
sample of banks that are rated by both rating agemnehile controlling for potential sample seleatio

bias.

Our findings are highly relevant for various batdkgholders, who often tend to assume that Moody’s
and S&P have equivalent rating scales and ratinggases. This paper shows clear evidence that this
is not the case. Moody’s and S&P have differeringatleterminants, different sensitivity towards the

business cycle and behave differently when ratamkb that are rated by both of them.
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“The Basel Ill Framework is a landmark achievem#émt will help protect financial stability and
promote sustainable economic growth. The highesl¢éesf capital, combined with a global liquidity
framework, will significantly reduce the probabyliand severity of banking crises in the future”

Mr Nout Wellink, Chairman of the Basel Committee Banking Supervision and President of the
Netherlands Bank - Bank for International Settlemdbecember 16, 2010.
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Abstract

In order to promote financial stability, regulatoayithorities pay considerable attention to capital
regulation. The current crisis has revealed thatsiveuld restate the basic objectives of financial
regulation and that we should assess whether gutatery framework in place is well suited to attai
these objectives and if not, to make sure it ddb& paper presents new evidence on where European
banks are with respect to capital regulation anchow the future road to a safer banking system

should look like.
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assistance in the data collection. Bart Baeserthduracknowledges the Flemish Research Councififi@ncial support
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1.1 Introduction

Financial institutions play a crucial role in todaglobalized economy. Because of their expertigk a
by monitoring and screening potential borrowergséhfinancial intermediaries have a comparative
advantage in overcoming asymmetric information (ad, 1984). As such, one of the fundamental
roles of these financial intermediaries is cagtlication by lending funds that have been depdsite
their accounts. These deposits are subject tast-tfome-first-serve” rule. In a negative enviromine
with rumours about the bank holding low qualityedssthis could eventually lead to bank customers
withdrawing their deposits because they fear basklvency (Diamond and Dybvig, 1983). Much of
the Great Depression's economic damage was caydshhk runs and the current financial crisis also
shows the negative impact on financial stabilityttidse events (e.g. Northern Rock UK, Sept 2007;
Washington Mutual US, Sept 2008; Landsbanki Icel@ut 2008).

To a great extent financial institutions are typicaonfronted with credit, market and operational
risk. The default history of financial institutiostiows that credit risk is the most important thtea
bank solvency. Recent evolutions, such as disirgdration by highest quality and largest borrowers
a declining value of real assets (and thus colifitén many markets (e.g. Altman and Suggitt, 2000)
dramatic growth of off-balance sheet instrument wiherent default risk andstructural increase in
the number of bankruptcies (e.g. Wheelock and Wijl2900), make these risk factors more complex
than ever before (see Carey and Stulz, 2005). iShisinforced by the fact that in recent years we
have experienced an unusual mix of condifimesulting in a deterioration of lending standaads!
increased leverage (e.g. Zingales, 2088)a result of these developments, the risk praofilénancial
institutions has evolved dramatically over receearg and the financial system has become much

more vulnerable to macro-economic shocks (e.g. &ohann and Stiroh, 2006).

In autumn 2008 the interbank markets shut downaticrg a liquidity crisis that is still having a
profound impact on the cost and availability ofditend is impacting the financial markets and the
economy as a whole. It became clear that the b@ardsenior management of banks had difficulties
in appreciating the magnitude of the risks takenthmsir institution, and that they understood the
implications of these risks even less. Furthermirguickly showed that to effectively manage or
avoid another systemic crisis, many measures wbelthecessary and a thorough review of the
regulation in place was necessary. Because ofdmplexity and the scope of the problem, there is a
tendency to further complicate already sophistataarket rules. In a reaction, there is a trendhfro

other regulators to introduce revolutionary prof®sa an attempt to simplify the regulations. Tée r

5Some examples of these conditions are low volgaiilitdebt and equity markets, low interest ratégh house prices, rapid
innovation in financial instruments such as innox&atmortgage options etc.
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actualisation of the Glass-Steagall Pand the effort of the American government to assltie too

big to fail paradigm are two examples of thesenais.

Traditionally capital requirements have been thenftation of regulation for banks. To protect banks
against failure and to prevent an economic crigie tb contagion and systemic risk, different
stakeholders want banks to maintain a certain le’elpital. Rating agencies, supervisors and debt
holders want higher capital to support solvencgrsholders want lower capital to boost profitailit
and even the behaviour of other banks might implaettarget capital ratio. As a result of these
conflicting interests, bank capital needs to bénoiged with as a key purpose to internalise theatoc
costs of potential bank failures. Given the cortim evolution in the risk profile of banks, the
presumed importance of capital adequacy for firarstability and the agency costs that high capital
levels might entail, regulatory authorities areaim ongoing search for optimal capital regulation. |
the past, these capital requirements were baseleoidea that maintaining a capital buffer allows a
bank to remain solvent by absorbing losses. Furtbes these rules were built on the intuition tihat t
solvency of individual banks ensures the soundnésise financial system as a whole. However, the
capital adequacy requirements in place have beamdfthnadequate, and as a reaction major steps to

move the banking system are currently being taken.

Taking into account these evolutions, it is inténgsto know the extent to which recommendations
have been adopted and whether the reforms have d@trare perceived to be beneficial to the
European banking sector. Various parties seem twkinow bank regulatory reforms have been
implemented and, at least before the summer of ,26fi@n draw optimistic conclusions about the
changes. However, do we really know how bankingcfes have changed in the recent years and is
there any clear evidence on the impact of the me$@r Did the changes of Basel Il and will the
changes of Basel Ill really contribute to the ctedrthiness of banks and financial stability? These
questions represent an important area of invesdigaBased on guidance from academics, supervisors
and policy makers, we have put together an extermivvey that is used for interviews with various
bank managers and chief risk officers from Europeamnks. Our survey has 45 different respondents
covering 15 countries between January 2008 and 204y. The opinions of the 45 banks will be
compared to different viewpoints from academics apihion leaders on the one hand and the

regulators and supervisors on the other hand.

The Glass-Steagall Act, also known as the Bankiogof 1933, is based on the idea of an incompiéiitbketween
investment banks and commercial banks and basisalyibits commercial banks from engaging in theegiment business
$See Barth et al., 2000).
As rumours of a Basel Il only emerged during teead half of 2009, the interviews that took plbeéore mid-2009 did
not address the Basel lll issues.
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Before setting the scene, we will elaborate on &y inputs for bank regulation, regulatory and
economic capital. Experience has shown that orthkeomost important failures in bank regulation is
the fact that regulations lag behind and divergenfeconomic reality. As a result the key objectife

Basel Il has been to further align regulatory apithe minimum capital level enforced by regudati

- and economic capital - the amount of capital agaey to support the real economic risk a financial
institution faces -. In order to really understavitat went wrong it is important to develop a thajou

understanding of both capital numbers. In a sub=ggsection we will set the scene in Europe. By
commenting on differences and similarities betwgnfinancial institutions we have questioned, we
will describe the present state of affairs withpext to Basel Il implementation, regulatory and
economic capital calculations and Basel Il exptates. In doing so, we will also address another

objective of the Basel Committee, the creation lgfvel playing field, albeit in an indirect way.

This paper addresses a number of important gasademic literature. Even though there is an
extended literature about capital regulation, thisr@o paper that gives an overall picture of the
determinants and challenges of both economic agulatry capital under Basel Il. Furthermore, the
existing literature on economic capital is limitad the comparison to regulatory capital is pradsic
unexplored. By filling this void we hope to offer new insighin the room for regulatory capital
arbitrage that currently exists. So far, the impeEcBasel Il on financial stability has been estieth

by different techniques, but the true impact of @dk has not yet been investigated. In additian, a
this point no clear picture of Basel Il expectagdhas been set. Furthermore, there is no paper tha
has combined the different viewpoints of the défdractors in the banking sector. However, doing so
provides unique insights into where Europe standgeims of capital regulation and how it should
proceed on the road to a more stable financiaksysOur results reveal that there is broad agreemen
on the weaknesses of the current regulation, taitapinions tend to differ quite a lot when it came
to solutions. We believe that banks will benefiinfr regulatory changes that are grounded in and
supported by practice. Consequently, the qualéaitisights gained in this paper are key inputs for

further optimisation of bank regulation.

This paper is structured as follows. Section llegiva comprehensive literature review discussing the
role of capital adequacy and the differences amilagiities between economic and regulatory capital.
We will look at the current state of bank capitdulation and its evolutions here. In Sectionwig

will discuss the current European banking landscapd the data. In section IV theoretical
expectations are contested with empirical findirfgst every topic, we try to address the bankers’

view, regulator’s opinions or academics’ and opinieaders’ perceptions. This unique confrontation

8 To the best of our knowledge, only Elizalde e{2006) theoretically compare economic to regulatapital and Liebig et
al. (2007) empirically compare economic and reguiatapital, however they use estimations rathen tleal capital
numbers in their analysis.
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allows us to identify future points of friction amatleas of agreement. The last part of this paevsir
the conclusions that should be taken as key tak®rquwints for further development of the banking

sector regulation.

1.2 Bank Capital: usefulness and regulation — theetical framework

1.2.1 Bank capital and capital regulation — usefudas

Before moving to the underpinnings of regulatorg asonomic capital calculations, it is important to
develop an understanding about the usefulnesspifat@egulation and bank capital. These insights

underscore the relevance of investigating the itnpbithe Basel accords on financial stability.

The ultimate goal of financial institutions is toarimize shareholder value taking into account the
different restrictions and obligations they are foonted with, and thus not blind compliance with
regulatory measures. As such it is highly debataliiether a risk based capital ratio is the ideal to
to mitigate bank risk (e.g. Berger et al., 199%)e Tapital in the numerator is difficult to measangl
may not always control moral hazard incentives, ttieddenominator also appears difficult to measure
and even under Basel Il can be considered to heaonleak reflection of risk. The lack of consensus
is mainly induced by differences in opinion wittspect to the objectives and implications of capital
regulation, but also by the unique characteristicbanks. Banks can create liquidity because of the
fact that deposits are fragile and prone to ruhss Tragility increases with uncertainty, creatagole

for bank capital. So, more bank capital reducegtbbability of bank default, but at the same titne

dampens liquidity creation (Diamond and Rajan, 2000

There is an extensive literature on the role ofitehpegulation as a determinant of bank capital
structure. The results in empirical banking litaratare rather mixed. Benston and Kaufman (1996)
and Dowd (1999, 2000) argue that capital regulasomoth unnecessary and incapable of improving
banks’ capital position more than banks could dottwir own In Dowd's view, shareholders can
enforce proper risk behaviour. Flannery and Ra(@@02) show that the observed increase in capital
in US banks, especially in the second half of 199@s be explained to a large extent by market
discipline. Over the past decades, banks’ countiegehave become more aware of their exposure to
a bank’s default risk. Also Marini (2003) arguesttimarket-determined levels of bank capital can
substitute for regulatory oversight. Previous eioplrstudies investigating the impact of regulasion
on equity in the 60s and 70s (Dietrich and Jam@83;1Mingo, 1975; Peltzman, 1970), also found that
regulations did not have an impact on capital kevislingo (1975) is an exception. Yet, Dietrich ket a
(1983) show that Mingo’s findings of significantgrdatory influence is a proxy for binding deposit

rate ceilings, which led banks to increase capitdre depositors. In more recent work, the lefel
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capital a bank maintains is found to be a functbrpublic policy, bank regulatory characteristics,
bank specific variables and/or macro-economic dav. Brewer et al. (2008) find that several
country and policy variables are highly significéort the level of capital a bank maintains. However
a recent paper by Gropp and Heider (2010) sugdésts capital requirements may only be of
secondary order for bank’s capital level and shioat & bank’s capital structure is stable and sjecif

to each bank.

But even when regulations have an impact on thé@atdpvels banks maintain, it is unclear whether
increased ex-ante capital requirements do indeddcee systemic risk. This is especially relevant
taking into account that regulations tend to pdgtaof attention to the narrow objective of redugin

individual bank failure rather than to credit crbnexternalities (Kashyap and Stein, 2004). Blum
(1999) argues that capital adequacy requiremerghtnmiot reduce risk. Kahane (1977), Koehn and
Santomero (1980) and Kim and Santomero (1988) diatvthe effect of bank capital on overall

safety depends on risk aversion across banks. Moirggent capital requirements could make the

banking system as a whole more or less risky.

It is generally accepted that tighter capital ragoh will result in credit rationing in the shanin,
whereas in the long term it might increase totatling due to the increased capital cushion. However
there is a clear lack of consensus in literatureutitihe effects of capital requirements on bank
behaviour. The basic idea is that tighter capitjuirements imply higher losses for the banks’
shareholders in case of default, and hence loveeniives for risk-taking. Van Hoose (2007) gives an
overview of theoretical models predicting the effefcapital regulations and shows that the overall
effect on bank safety and soundness stays ambiguous

Koehn and Santomero (1980), Keeton (1988) and Kich Santomero (1988) show that a relative
increase in equity can have both a positive (irsggand negative (decrease) effect on the bank
portfolio risk. However Furlong and Keeley (1989%)yofound a negative effect on portfolio risk for
value maximizing banks with publicly traded stockkis was again contested by Gennotte and Pyle
(1991) under the assumption of decreased retuinv@stment. Lane et al (1986), Avery and Berger
(1991), Cole and Gunther (1995) empirically shomegative relation between the level of equity and
the risk profile of a bank. However Thomson (198djues that the level of equity has no direct éffec
on bank performance. Hellmann et al. (2000) cldiat tn addition to the “capital at risk” effect etie

is a franchise value effect, that goes in the opgakrection. More specifically they show that Inéy
capital requirements reduce the banks’ franchifgegaand hence the payoffs associated with prudent
investment, so that their overall effect is ambigsidn a later paper, Repullo (2004) shows thagfor
particular model of imperfect competition in thepdsit market, bank capital requirements are in

general effective in preventing banks from takirgessive risks.
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John et al. (2000) argue that capital regulatioghtnnot be the ideal tool to control risk. Theywho
that the effectiveness of capital regulation depgeon the available investment opportunities. More
recently, Jeitschko and Jeung (2005) have invdstigthe link between agency theory and the risk-
bank capital relationship. As can be expected tlimy that the incentive effects of bank capital
depend on the agent that dominates portfolio datisiaking. This is in line with some previous work
of Rochet (1992) who shows that the effect of epiquirements on risk-taking is ambiguous when
the bank’s investment decision is taken by a rigrge owner-manager and concludes that capital
requirements are insufficient to control for mokezard. Looking at the impact of the adverse
selection problem on the importance of bank capitdbrrison and White (2005) find that an
unregulated banking system can only be efficienerwthe monitoring cost is small. However, it is
clear that if banks respond to capital regulatigmiaking riskier asset choices, the capital cushion
will disappear. Barth et al. (2010) find that geratapital regulation stringency is marginally and

positively associated with bank efficiency.

More recently, the combined effects of capital fajon and the two additional pillars of Basel Il
have been investigated (infra). Rochet (2004) arghat rather than implementing an extremely
complex regulation that will ultimately be bypasseg the largest or most sophisticated banks,
banking authorities should keep close relationshijis bankers and that supervisors should control
the behavior of banks in distress. More specifich# openly questions the emphasis that is cuyrentl
put on risk-based capital as the ultimate toolldtam financial stability.

It is clear that the institutional and/or econormitvironment in which a bank operates has an impact,
either to a big or lesser extent, on bank behawamgr the capital levels they maintain. Even thoagh
lot of ambiguity on the role of capital continuesexist, regulatory capital stays a key input imiba
regulation. Furthermore, the role of capital regoients under Basel Il and Basel Il cannot be
restricted to a safety buffer against unexpecteglsh It is expected that it will create a changeask
culture in financial institutions all around the ebby encouraging improvements in the quality of
risk management practices and because of thisctgutal reserves are expected to better reflect
potential deterioration in expected losses. Inrtbet paragraphs we will elaborate on the regulatory

capital and its current form.

1.2.2 Regulatory capital and its evolution over thast decade

Financial institutions are able to forecast therage risk and associated credit loss of their asset
these expected losses (EL) are part of doing bssiard should be covered by the pricing of assets.
The unexpected losses (UL), losses that exceedcetjmns, should to a certain extent be covered by

bank capital. An important concern of the authesitivho set capital requirements is safe deposits an
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the protection of the economy against systemic (&karpe, 1978By imposing high capital levels,
small investors are protected and potential systesfiects of bank failure are countered. However,
extremely high capital requirements might creafeciehcy costs (Jackson et al. 2002) such as the
diversion of financial resources from their mosidarctive use, artificial incentives to take off-dnate
sheet risks etc. To prevent negative consequericetting inaccurate capital requirements, regmato

authorities should take into account this trade-off

New financial regulations tend to arise to addres®id that some previous crisis has exposed. The
Bank for International Settlements plays a cento& when it comes to this new banking capital
regulation. The Basel Accords are issued by theeB@asmmittee on Banking Supervision which is
composed of representatives from central banks ragdlatory authorities of the Group of Ten
countries plus others. Even if this committee doashave the power to enforce its recommendations,
most member countries tend to implement the coraeidtpolicies, by transposing them into national
(or union-wide) laws and regulations. This is thason why the implementation might vary in essence

and in timing from one country to another.
1.2.2.1 Basel |

The first Basel Accord (Basel I) was a responsii¢ocrisis of 1974. It was issued in 1988 and e&pit
regulations came into force in December 1992, with main objectives, namely requiring banks to
maintain enough capital to absorb losses withousiog systemic problems and levelling the playing
field internationally in order to avoid competitivess conflicts. The minimum ratio was set at 4% for
Tier 1 capital to risk-weighted assets and 8% fier T and Tier 2 capital. Under Basel |, there was
big gap between economic risk of an exposure amdisk measure incorporated in regulatory capital.
As such, a lot of banks removed low-risk assetsiftioeir balance sheets and only retained relatively
high risk assets on balance, with a negative impacfinancial stability (Avery and Berger, 1991;
Jones 2000). Most of the off-balance sheet vehigks® motivated primarily by regulatory arbitrage,
that is, by the desire to avoid the regulatory mesents imposed on banks. The off-balance sheet
vehicles had little or no capital and little or mansparency. When an opaque bank invests in opaque
financial instruments, systemic risk is increas€de major downside of this so-called regulatory
capital arbitrage (RCA)is that reported ratios could mask deterioratiothe true financial conditions

of a bank (e.g. Keys et al. 2008). Furthermorecagssibility to RCA depends on economies of scale
and scope and on international differences witpeetsto legislation, supervision etc. it might isase

competitive inequalities and as such reduce thel lgtaying field (Jones, 2000).

9 Regulatory arbitrage refers to the fact that akhiakes advantage of the difference between regyland economic
capital. If the true risk of a bank asset is highan the regulatory weight, the bank will haverarentive to keep these
assets on balance. However if the true risk is toie bank will remove the asset by means of #&ation. As such, the
presence of regulatory arbitrage will increaseaberall risk of financial institutions.
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Concerns about the possible extent of arbitragerectunder Basel | encouraged the Committee on
Banking Supervision to revise the existing framewamd in 1999 the first consultative paper on Basel

Il was published.
1.2.2.2 Basel Il

The second Basel Accord was further fine-tuned sa@wtion to the crisis of 2000. Compared to Basel
I, Basel Il presents more comprehensive guidelimbiEh aim to make capital allocation more risk
sensitive, adding operational risk in credit riskkrmagement and introducing internal models. The
major objective of Basel Il is to further align tegtory capital with the economic capital demanded
by its different counterparties in a way that does harm the level playing field (BCBS, June 2006;
Gordy and Howells, 2004). Under Basel Il the nuriraemains unchanged at 8% of RWA,
consisting of at least 50% of common stocks andimetl earnings (Tier 1 capital). These funding
sources are available to absorb potential lossessnconsidered the most reliable and liquid. Zier
capital, which mainly consists of subordinated debd general provisions, but also includes
undisclosed reserves, revaluation reserves anddhiylstruments, is far less reliable (see Bergel.et
1995).

The Basel Il framework is based on three reinfgycpillars. Pillar 1 defines new risk-based
requirements for credit risk and a new charge fperational risk, Pillar 2 sets requirements for
supervisory review and introduces the concept ohemic capital into the regulation, and Pillar 3 is
related to market discipline and the associateclaisre standards. In this article the focus ipitlar

1 and pillar 2 and more specifically on the regutatand economic capital requirements for credit
risk. Within this framework, there are two approeghto calculating the regulatory capital
requirements. Under tretandardised approach, the risk weights depena @xtarnal rating provided

by an external credit rating agency. The standeddépproach is conceptually quite similar to Bésel

it is more risk-sensitive but there is still ingoiént differentiation among creditors. As the ¢abi
requirements for the investment grade facilitienaim too high and those for the noninvestment grade
facilities too low, the incentive for regulatorybéirage will continue to exist. Under the internating
based (IRB) approach there is much more differgatiain credit risk and as such it should
significantly reduce the incentives to engage gulatory capital arbitrage. Under this approachkban
are allowed to determine the values for certaik psrameters based on internal models. An important
issue for the strength of the IRB approach is #iiability of the parameters banks provide. By gsin
the internal risk assessments of banks for settpgtal requirements, the IRB approach promotes the
adoption of stronger risk management practicedbypanking industry. The internal systems used for
regulatory capital should meet certain criteria aupervisory approval. In this view, the IRB
approach can be regarded as a compromise betweerelst regulatory measure of credit risk and a
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fully internal model based approdthin 2000 already, Carey stressed that the suadfeBasel Il in
matching economic and regulatory capital will deben the degree to which the IRB approaches will

take into account portfolio differences relatednaturity, granularity and risk characteristics.

The Basel Il focus on making prudential capital enclosely aligned to the banks’ own economic
capital has not restrained bank expansion in gooestnor could it offset the latest implosion of th
financial system as a whole. As such, at the sfdtte crisis it became clear that Basel II, evdremw
not implemented fully, had shortcomings on manyeatp These shortcomings include no
concentration penalty, a single global risk facfmg-cyclicality, ignorance of counterparty riskdan
contagion, unclear and inconsistent definitionscapital, the failure to capture on and off balance
sheet risks etc. The pre-crisis capital standarei®woo weak for the types of risk that emerged. In
July 2009 the Basel Committee already modified abheord in order to boost the capital held for
market risk in the trading book portfolio. Later December 2009, the committee issued a new
document addressing some of the issues noted above.

1.2.2.3 Basel llI

The Basel Committee is now working on a new accerdpse ultimate goal is to fundamentally
strengthen global capital standards. This newlytellaaccord entails some important modifications
that can be summarised as follows: a tighter dafmiof tier one capital, a framework for counter-
cyclical capital buffers, measures to limit couptaty credit risk, the introduction of a leverag#io

and short and medium-term quantitative liquiditifas

More specifically, Basel 11l has a strong focusaammon equity, which should from 2015 onwards
amount to a minimum of 4.5%. Similarly tier 1 minim capital requirements will be increased to
6%. On top of this, by 2019, banks will be requitechold a capital conservation buffer of 2.5% of
common equity to further strengthen their posiiiotimes of distress. Besides the level of capitad,
denominator of the capital ratio will also furthemprove. More specifically, as of the end of 2011,
higher capital requirements for trading books amehglex products will be a fact. To avoid excessive
leverage in the system, to back the risk-basedalagiquirements and to address model risk, the ris
based capital measure will be complemented wigtvarhge ratio, which is now set at a minimum of
3% of tier 1. It is further stressed that dependingtheir risk profile, economic conditions, busige
models etc. banks should hold sufficient capitdl alove that minimum level. As such, supervisory
control and intervention under Pillar Il will contie to be key inputs in the new rules. More
specifically, to address the issues concerningppritonality’, the Basel Committee and the Finahcia

Safety Board are developing an integrated apprdaclsystemically important (too-big-to-fail)

1% For an overview of the input parameters of the B&$BB capital formula we refer to appendix 1.1.
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financial institutions which could include combiiwats of capital surcharges, contingent capital and
bail-in debt.

To tackle system-wide risks, Basel Il will promdtes build-up of buffers in good times, for example
by the countercyclical capital buffer which has bealibrated in a range of 0-2.5%, and falls under
the judgment of national authorities. This meadsreart of the broader macro-prudential goal of
protecting the banking sector from periods of egce®dit growth that have often been associated
with the build-up of system-wide riskurthermore it has been agreed that systemicalpoitant
financial institutions should have a loss absorbiagacity beyond the common standards. After a
smooth transition this should eventually resulaiconsiderable increase in the quality and level of
bank capital and in doing so, reduce the systeiskc Besides the new capital requirements, Bdkel |
is also introducing new global minimum liquidityastiards defined as the liquidity coverage ratio and
the net stable funding ratio. The liquidity covezagtio (LCR), which will require a bank to hold
enough highly liquid assets to cover 30 days ofaash outflows, will become a minimum global
standard in January 2015. The net stable funditig (ISFR), which covers a bank’s longer-term
liquidity and requires a minimum amount of fundititat is expected to be stable over a 1 year
horizon, will become mandatory in January 2018. fiaén idea behind the liquidity standards is to
ensure that banks have sufficient liquid assetsitttstand a shock loss of access to funding markets

The proposals for capital reform do make improverevith respect to some aspects of the capital
management process under the Basel Il regime. Hayéve trade-off between benefits and costs
seems difficult to achieve; every party (bankeegutators and academician/opinion leaders) admit
that there is a need for new regulation but atdhme time try to defend their individual future
interests. Bankers fear that the new regulatioiilshe too strict and will negatively impact the
availability of credit and thus global economic wth. The EACB! further expresses its concern
about the regulations at European level (CRD V)et@gulation at European level would result in a
competitive disadvantage for European banks cordpait Asia and the US, again increasing room
for regulatory arbitrage. Furthermore the EACB vgaagainst the use of the leverage ratio, as it does
not estimate risk adequately and in their view esgmulates risky behaviour, because there is no
common knowledge on what a healthy ratio would&ether important deficiency of Basel Ill is the
risk weighting of assets. We entered a financigisihbecause assets that were full of worth sugdenl
became worthless. With this in mind, regulatorsusthaeconsider their way of treating assets on a
bank’s balance sheet in a more detailed way. Fanimpleaders disagree, however, with one of the
main points of the Basel Committee and its reag@xistence, the idea of globalised regulation.yThe
argue that it reduces banks’' diversification anthfoeces the excess of financial globalization.

11 The EACB is the European Association of Co-opeeaBanks and represents the voice of co-operavixs in Europe.
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However at the same time it is clear that the fiteinges and improvements should take place on a

local level.

Now we have developed an understanding of the ledilon, objectives and usefulness of regulatory

capital, the next paragraphs will go more into tfietaeconomic capital.

1.2.3 Economic capital

1.2.3.1 Economic capital: definition and use

Besides the regulatory requirements, financialitungbns calculate their own economic capital
reflecting unexpected losses and true risk accgrtbinthe specific characteristics of their portoli
(Jackson et al., 2002). Economic capital can bsneéfas the amount of capital necessary to support
the real economic risk a financial institution faee a specified confidence level and over a giiea

horizon. Different degrees of risk aversion wikhdeto a different economic capital.

Over the past years, the notion of economic capitd broadened from risk and performance
measurement to the determination of bank capitafjaacy. This evolution is partly induced by the
rapid changes in risk quantification and greatenglexity of portfolios. In addition, pillar 2 of ¢
Basel Accord, where supervisors want banks toaslinternal models to assess capital adequacy, has
contributed to this. Pillar 2 is directed at regoigt review and internal risk assessment, investiga

the extent to which best practices in risk managgnage an integral part of decision making
(Alexander and Sheedy, 2008).

Economic capital coexists with accounting and raguly capital. It is mainly used for internal risk
management purposes, but has different applicatibepending on the objectives of the tool and
availability of data, a different methodology igjuéred. The relevance and usefulness of economic
capital depends on the extent to which senior mamagt realises the importance of the economic
capital measures (BCBS, 2008).

Economic capital typically covers credit risk, matrkisk (including interest rate risk), operational
risk, concentration risk and is sometimes extentedousiness/strategic risk, counterparty risk,
insurance risk, model risk etc. The individual risBmponents are often estimated while ignoring
potential interaction effects between them. Besithes interaction effect, differences in horizons,
confidence levels etc. might also bias the caloutat(BCBS, 2008). One of the major challenges in
economic capital calculation is risk aggregatiohisTis also a fundamental problem of pillar 2, as

from a regulatory point of view there are no clgadelines to the methodology that should be
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employed on, for example, how to integrate rislke&. In light of the recent crisis, a crucial dgioss

is the nature of the integrated risk methodologgt ttvas used by banks for economic capital
calculations. Kretzschmar et al. (2010), argue thatintroduction of integrated economic-scenario-
based modeté are necessary to further improve capital adequaapance Pillar 2's use and

invigorate the importance of the Basel regulatoayrfework.

1.2.3.2 The difference between economic and requbay capital

Economic and regulatory capital are both a reftectdf the risks embedded in transactions. The
prevalent differences between both capital numbaes partially induced by the different objectives
regulatory and economic capital target, i.e. finan®oundness and optimization of business strasegi
respectively. It is important to keep in mind thagither under Basel Il nor under Basel Il is
regulatory capital a substitute for economic camitavice versa (Araten, 2006, Burns, 2005, Elirald
et al., 2006; Jackson et al., 2002; Jacobson 2086). Regulatory capital is estimated at a tretima
level based on risk weighted assets with probgbiit default (PD), loss given default (LGD),
exposure at default (EAD) and remaining maturityngsits. It is designed to guarantee the stahility
the entire system and is thus more conservativeeitain aspects. The credit risk economic capital
framework can recognise concentration risks anérdification benefits that arise from regional and
industrial diversification. Furthermore, the cretik EC framework can be value-based, where isdoe
not only take into account default, but also up dadngrades. In economic capital the addition# ris
drivers can be taken into account and for EC catmrs no caps and floors are required for risk
drivers. As a result EC should be a better refbectf the actual risks embedded in the transaction
than regulatory capital. The interviews we havedemted (infra) show that there are big differences
in the way banks are addressing economic capitelsdme banks it has gained considerable
acceptance over recent years, in others it issitnfancy or still not part of their strategy. Babse
banks that are already more advanced, also usaratifftechniques, include different kinds of risks
etc. The final calculation of economic capital witha financial institution and the observed
differences with regulatory capital will of courskepend on the model that is used and on the
parameterization of model inputs. For a detailethparative analysis of the existing credit risk
models we refer to Allen et al. (2004) and Crouliyak (2000). Figure 1.1 gives an example of
potential differences between both capital numbers.

Insert Figure 1.1 here

21n the fully-integrated approach, correlations @we to common dependencies in the driving riskofacin global markets.
The modular approach, which is currently also afidwunder pillar 2, uses a correlation matrix owetia account for
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The theoretical overview in the previous paragragtswvs that even though the regulatory framework
should result in a further convergence betweenlaggry and economic capital, they continue to have
different determinants. Both capital numbers maovéhe same direction, but not with the same slope
and speed. Furthermore the expected impact of atapéigulation on financial stability stays
ambiguous. However, where Basel | offered a leefeaycapital arbitrage by choosing higher-risk
assets within each risk category, Basel Il andolight to offer fewer possibilities for regulatory
arbitrage and as such should increase financihllisga At the same time it is clear that the rodon
capital arbitrage will still exist and much will pend on the way the rules are currently interpratet

implemented.

In the next part of this paper we will look at h&uropean banks operate and manage their risk and

capital in practice.

1.3 Bank Capital: usefulness and regulation — evidee from Europe

In this paper we will look at whether and how Eweap banks adjust their behaviour in line with the
regulatory framework. More specifically, based oavesal interviews, we will develop an
understanding of current practices with respectri$& management, internal rating models and
regulatory and economic capital. This will allow tesset the current European scene. As banks have
only started implementing Basel Il since 2007 amdaurs about Basel Il only emerged at the end of
2009, real data has only recently become availaleéhe previous empirical papers that look at the
expected effect of Basel Il on financial stabiljerg. Griffith-Jones, 2003; Liebig et al. 2007; &g,
2001) use approximated capital numbers and not aagital numbers. As Basel IIl will only be
enforced at a later stage and the current framewaskonly decided upon in the second half of 2010,
most of our findings are based on Basel Il. Howewdrere appropriate we will make the link to Basel
[Il and we will also report on the expected bemsedfihd drawbacks of the new framework. To the best
of our knowledge, this is the first paper to addréss issue in a qualitative manner after Basel Il

implementation and the heart of the crisis.

In order for policymakers, regulators and bankerslfaw valid conclusions, it is important to get a
clear picture of the banks that collaborated i thirvey. As such in the next paragraphs we will
elaborate on the European banking structure andahles that collaborated.

dependency between different asset class riskdzsatemar et al., 2010 show that precisely in periofi stress, capital
derived using a correlation matrix diverges from flly-integrated framework and results in undeitaized banks.
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1.3.1 Data & Methodology

As stated, the goal of the research is to comper@iews of the opinion leaders/academics, regidato
and bankers. A specific procedure had been useéafd of these parties; this is in order to adapt t
the specificity of the interlocutors and also toxinaze quality of the outcome. In appendix 1.2 you
can find an overview of the different parties invedd. As European bank managers form the heart of
our study, we will further elaborate on them below.

1.3.1.1 European Banking Landscape

In the second half of 2007, the profitability oetiEuropean banking sector decreased a lot and the
banks’ financial health further deteriorated in tbheurse of 2008. The bank’s operating income,
expressed as a percentage of their total asshktsigi@ficantly (ECB, 2009). Due to the worseniafy
macroeconomic conditions in the first half of 2G04 taking into account that loan loss provisioning

costs tend to rise with some lag it is not surpgghat anno 2010 things have not recovered.

However it is important to keep in mind that them® important differences between banks and
countries. The European banking landscape is deaised by very diverse banking structures.
Domestic banks differ significantly from one coynto another, for example in terms of type, acjivit
size and rating. As a consequence, supervision aiéen remains at a national level. These different
banking formations also induce difficulties in thentralization of a European or global banking
regulation (see Barth et al., 2001, 2008). Furtloeemin order to prevent weaker banks from going
bankrupt, there has been a wave of mergers ands#t@ns that have resulted in most countries
having a limited number of small “champions” I&fhese banks have evolved into institutions that are
too big to fail, too big to monitor and in some otries perhaps even too big to save (e.g. Iceland)

(Brunnermeier et al., 2009).

The diverse landscape implies that, for instartoe,split-up in Germany is different from the one in
the U.K. In Germany the landscape for retail bankaginly consists of non-profit savings and
cooperative banks (Ayadi et al., 2009) whereasetiemnk types have typically been replaced by
commercial banks in the U.KAnother characteristic of the German banking seddothat the
government owns 42% of the banking sector, a w&tihigh amount in the European banking
population. Germany has much more of a bank-baiseshdial system and is quite different from
other European banking structures (Ayadi et alD920t is a country that accounts for one third of the
total amount of banks in the European Union andhigracterised by a massive amount of local
savings banks. These are often tied to one spew@fion or Bundesland and leave few deposits
available for the biggest commercial banks (e.g@utBche Bank). Only 12% of total deposits are held
by these banks, which is quite low compared toNkéherlands where over 80% of all deposits are
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placed with the five largest banks. The Netherlaeddso the only European country that has a bank
with an AAA-rating.And then there is Luxembourg, a typical Europeaaritial centre with hardly
any domestic banks (95% of banks are foreign owaad)a major asset management administration
competency. Both characteristics imply that we bardly use these banks to compare loosely with
others. Firstly because the national banking sesttbrmainly consist of foreign branches, secondly
because investment management firms are less stubjBasel requirements. This is the result ofrthei
major off-balance sheet activities and becausé@fdct that no common equity is needed, since the

risk is with the client rather than at the finahamsstitution.

To some extent the United Kingdom is also a rentdekaountry in Europe. The Anglo-Saxon point
of view is typically different from the continent&8uropean view. The common-law system, the
limited government ownership of banks and the ehpibndon as a major worldwide financial centre
with a strong concentration of investment bank headers have a strong influence on the British
banking landscape. Barth et al. (2008) concludesra ownership by the government, but after the
recent crisis and Lloyds TSB’s & RBS’s bailout tihias changed. In southern Europe, both Greece
and Spain are remarkable countries. Greece halgdke banking institutions per capita in the E.U.
Moreover, the sector has been heavily affectetiendst few months by the government’s fragile debt
position. Spain is to some extent similar to Geryndrecause of its cajas (saving banks). The country
also has a typical example of a big European bhakdurvived the crisis really well — Santander —
and is still one of the top rated (AA) retail baniksEurope. The Spanish government does place

restrictions on universal banking, which could léadther interesting results.

The banking sector in Eastern Europe is quite diffefrom the rest of Europe. Like many former
communist countries, Hungary has a relatively yoprigate banking sector (Majnoni et al., 2003).
The reforms launched in the 1960s and 1980s anckHudting moves towards a more open economy
have shaped the development and the ownershigwsteuaf the Hungarian banking system. Hungary
has chosen a path that has led to a relatively ldegree of foreign ownership in the banking sector
According to the Bank of Slovenia (2008), the conuora banks in Slovenia account for a prevailing
proportion of about 70% of the Slovenian finanggtem’s assets. This is significantly more than in
other countries (57% on average), where insurafae @ bigger role. Also Scandinavian countries
have their specificities and historical backgroutidcould be that banks located in Scandinavian
countries, are more prudent or have a differentvvim how the new regulation should be as a
consequence of their different geographical locatind culture.

As we pursue the survey in Europe, we will inclademany European countries as possible. Talking
about Europe does not limit us to the European ras such. We include other banks from

Switzerland, Norway and Kazakhstan. Our focus reman bank managers in different parts of
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Europe, but our conclusions in the context of aegalnEuropean view. Table 1.1 shows the
characteristics that we deem most important, fehemuntry separately. We based our sampling on

these clusters, attempting to grasp as many diffémeancial institutions as possible.

1.3.1.2 Data collection

Based on a detailed literature review and the comtsnef academics and practitioners, we built a
survey that is used as a guideline during strudtarel semi-structured interviews with several banks
in Europe. As we want to develop an in-depth unidading of how banks perceive the regulatory
evolutions, interviews are the best way to go. fideo to gather reliable information, we designed a
guestionnaire that gets the kind of informationnirevhich we can draw valid conclusions. More
specifically, we have built the questionnaire tketanto account that simple and precise questions
increase response and decrease misinterpretatioavédage an interview covered about 90 questions.
Whenever possible the interviews were done fadede-and were tape-recorded when authorized.
This allowed us to observe as well as listen; ipeed more complex questions to be asked than in
other types of data collection and it is an effeetnethod of gathering data when the questionisire
lengthy (Hollwitz and Wilson, 1993). However, astige for all qualitative research designs, the
outcome is more subjective by nature and we caernavoid that some bias - induced both by the
participant and the interviewer - will enter theuklts. Furthermore also the sample selection okban
and interviewees might create a bias. As such,heeld be aware of the drawbacks of this research
method and be careful when interpreting the results

Eventually, we interviewed several chief risk offis and/or Basel Il responsibles throughout Europe.
Data collection was done in 2 waves. The firstririeavs with 12 European banks were conducted in
the first half of 2008, after Basel 1l implementetiand at the point when the euro zone was entaring
recession. In a second step, 36 interviews werelumad in mid 2010, in the aftermath of the
financial crisis and before the BIS September 26igkting. We will report the results together,

however when we notice a trend in the answers l@t26808 and 2010 we will elaborate on it.

Our final sample includes 45 different banks cawgrl5 countries. As described above, the banking
institutions are split up primarily by country. Sdguently we will split them, within the country,
according to their key differentiating charactecist Often factors such as rating, size and typg pl
major role; however we see that the primary busiresivity, along with the type of bank, is the tos
comparable differentiator in almost all countridghen doing cross-tabulations, we will always keep

an eye on the other factors and we will mentiomtiveherever appropriate. For an overview of the

13 n the first phase, 12 different European banksevievolved, in the second phase 36 banks werevedahnd of the latter
3 had been involved in the first step. As such difereént banks in total have contributed.
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number of banks per country we refer to Figure Edt. a more detailed description of the banks in

our sample we refer to appendix 1.3.

1.4 Results*

It is not that straightforward to draw general dasions from so many questions and answers. Yet it
is useful for policy makers and banks themselvastierstand where banks in Europe stand and what
the general direction is in which to proceed. levant we will add more detailed statistics to the

trends we observe.

The next paragraphs consist of an integrated asabtyshe different bankers in our research. We wil
start by discussing some problematic issues lirtkethe risk department within banks. This issue
surpasses the Basel Accords, but is an importatdrfavhen it comes to its success. In a next step w
will discuss the evolutions in credit risk manageménternal rating models and the differences and
similarities between regulatory and economic capimmally we will discuss the expectations for the
Basel Il accord mainly looking at topics that aehject to continuous discussion, as well as fer th

years to come.

1.4.1 Risk Management

1.4.1.1 The organization of risk management

The role of the risk department in banks has conteuthe spotlight over the past few years and the
attention for the topic was further enforced by ttrésis. Various stakeholders agree that the
functioning of the risk department within banks gltobe reviewed. Both opinion leaders and
regulators agree that risk managers should bei@osit at a higher level in the hierarchy and should
receive more power. However, there is quite a d@ece in opinions on how this should be achieved.
An important aspect under discussion is the casatan, including a straight reporting line frohet
risk department, versus the integration of risk aggment in the banks. The latter, also referrexksto
the “ratatouille vision”, implies that there is sl interaction at different levels within the bank,
between the risk departments and the other depatsm&he successful realisation of this vision
would however imply a major switch in the intermalture of many banks. Anglo-Saxon regulators
and supervisors are quite supportive of this. Téhefyned a regulatory philosophy that is much more
liberal than the one in continental Europe. Thisedalist philosophy believes that a too restrictive

regulation, intervening in the internal organisatad banks, will have a negative impact on innawati

14 All the information that is listed below is basetltbe interviews except when we explicitly mentioreference.
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and the efficiency of banks. As such they prefetetave banks free to choose their management
structures, but also punish them when this doesasoiit in the postulated risk positions.

The fact that risk officers do not necessarily cepestrengthened and thus more restrictive sugiervi

is confirmed by the results of our survey. Over 7684espondents also argue that the chief risk
officer should be at least to some extent resptsédy reporting to regulators, rather than the l8ho
management. 20% agrees with the liberal view ofsilngervisors. The major argument against this
philosophy is that it implies an effective supeimisof the risks taken by banks, which is curremniby

in place. Furthermore, bankers believe that thegieed effect of a better risk function on global
financial stability is not that high. Later in thimper it is shown that this expected to have attow
only moderate impact, also relative to other fagtor

Linked to the discussion above is the question létiver risk officers should receive a bonus. The
continental group of regulators and supervisors $R&nd academics and opinion leaders (AOs)
believes that regulation should intervene to ensleeright incentives for those managers, but the
liberal group of R&S believe this kind of decisiosisould be left to the banks. Most bankers (70%)
feel that a fair wage should suffice to do a jollaed those in favour argue that a long term bdaus
very important and that no decent alternative iilabsle. It is clear that at the end, the markés se
bankers’ incentive systems. However, due to thetfet banks are able to take more risk than other
types of companies, they will suffer more from nerkressure. As such it has been suggested by
R&S that the voting power of short term sharehadse limited and the power of shareholders who

stay in the bank to realise a long term projeatdeforced.

In the optimization of the bank risk departmentsjraportant role is set aside for the supervisals.
bankers believe that enhancement of capabilitigbaitlevel is a necessity. Furthermore all saving
banks in our sample are convinced that better sigien is required to limit the commercial banks in
their attitude. It should be noted that the supsemd themselves point to diverse structural problem
Firstly there is a need for better coordination amahange of information between countries.
Secondly some supervisors believe they should dmeclto the day-to-day management of the banks
in order to understand them better. Thirdly theljeve that the function of supervisor should bétspl

from the function of customer protection.

1.4.1.2 Credit risk management

Besides the organisation of risk management, tleelBaommittee aims to integrate more risks into
the new regulation. Monitoring liquidity risk, uns&iting and concentration risks, counterparty risk
stress testing, valuation practices and exposorefftalance sheet activities are at the centréhef

better risk management. However at the same tirddrathe eyes of many AOs and R&Ss Basel lll

still fails to address the risk weighting of assetan appropriate way.
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An important part of risk management will alwaysicern the management of credit risk. Taking into
account the recent macro-economic evolutions, #& regulatory framework and the relaxing of

lending standards (e.g. Zingales (2008)) it isreggng to see how credit risk management has
evolved over the past years. In this section we lebk at whether banks have experienced an
evolution in credit risk management over the pasiry and if so, which part they attribute to thedba

Il accord.

With respect to the quality of credit risk managetnirrently in place, over 80% of the banks feel i
is satisfactory and 20% even state that it is yegthod. Slightly less than 20% of the banks
interviewed stated that the credit risk managenmer@ded important improvements and one bank
stated that the current credit risk managementadoepwas really poor. Notwithstanding the fact that
credit risk has become more complex (see Altmaal.eP000; Keys et al., 2008 etc.) over 90% of the
investigated banks are convinced that the cresktrrianagement in their bank has imprdveder the
past years either to a greater or lesser eXtefhis applies to all universal and investment tsaimk
our sample. This development has mainly concerragd dnalysis and risk measurement (e.g. credit
scoring by including concentration risk and coupdety risk), effectively doing stress testing and
better forecasting models. The change can be equlaas a result of better knowledge of how to
measure and manage credit risk as well as thetHattsenior management has become increasingly
aware of the need to manage risk. AOs believe ithithe result of both the crisis and the new
regulations.

This perception is interesting when combined wiih findings of Zingales (2008) and Dell’Ariccia et
al. (2008) that show deterioration in lending stmdd in the years preceding the crisis. This risk-
taking behaviour is stimulated when the true ecdnoarisk is not reflected in capital regulatidn
resulting in adverse selection and regulatory eapitbitrage. Securitisation (and re-securitisgtisra
way to address high risk exposures while keepindtpat a high level. These practices are confirmed
by Keys et al. (2008) who show that loans thatraoee eligible for securitisation experienced a 20%
higher probability of default. As a response to ¢herent crisis, where collateralized debt obligasi
comprised of asset-backed securities - the soebakesecuritisations - are shown to be highly
correlated with systemic risk, Basel Il requirekigher capital charge. Furthermore, under Basel I
liquidity lines extended to support asset-backeohroercial paper (ABCP) conduits require higher
capital requirements by eliminating the distinctibetween short-term and long-term liquidity
facilities. On top of that the committee has alsoppsed for banks to obtain comprehensive

15 The interviews revealed that the changes have tpkee in several domains ranging from portfolicnagement, risk
rating systems, quantitative models, capital adegjgalculations, more proactive credit risk managetncredit culture,
organisational structure, centralised risk inforiorasystem to more model-based decisions in cegifitoval process.
%6 No bank indicated it had deteriorated, however &6@6 of the interviewed banks indicated that thereé been no
change.
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information about the underlying exposure chargsties of their externally-rated securitization
positions. Failure to obtain such information wbegsult in higher capital requirements. However as
the Basel Il framework fails to clearly define heupervisory authorities should evaluate risk transf

it is highly possible that a significant level aégulatory capital arbitrage will continue to exist
especially among different countries, which maymdtely damage the level playing field. The new
Basel Il framework is not directly addressing ttdsue either. It has been argued that the newl Base
Il rules for securitisation will make securitisati less attractive to banks as it will be more of a
burden on capital and returns will be lower. Howevewill be hard to avoid regulatory arbitrage
when there are still so many differences with respe approaches, deadlines, options and national
discretions.

Van Hoose et al. (2007) investigated the role beagbital plays in the safety and soundness of the
banking system and conclude that because theedatigdl underpinnings of Basel Il are not really
strong, the impact of pillar 1 on financial statyilis ambiguous. However it could be argued that th
recent positive evolutions in credit risk managetraee a consequence of Basel Il and therefore the
new framework has an unambiguous positive impactir@ncial stability. As such, it is relevant to
understand what is triggering the positive evolumd more specifically whether Basel Il playsle ro

in this.

A first important trigger seems to be data qualkg. was already predicted by Altman and Saunders
(1998), significant improvements in data on histalridefaults and loan returns allow banks to
improve risk management. On top of this, 65% oftiheks are convinced Basel Il was a direct trigger
whereas the others claim Basel Il had nothing tevitlo it. Mainly the larger banks are convincedttha
the positive evolutions were not induced by theulstpry framework and would have taken place
anyhow. However at the same time these banks argérmed Basel Il has structured matters and sped
them up. More specifically Basel Il seems to hawetiibuted in several ways. At first by encouraging
data quality and data availability, two things thet key in risk management. Furthermore by making
risk management more structured and harmonisedprathanging risk culture. A number of banks
stated that Basel Il seems to guide business sengdorces top management to become more aware
of the importance of risk management. Even banks lave always been highly risk oriented are

forced by Basel Il to measure things in a more eaad consistent way.

The above showBasel Il has played a role in the evolution of dredk management for all banks,
albeit indirectly. This finding is also in line waitthe initial perception banks had with resped#sel
Il. Besides the potential capital relief, most bamlere convinced of the impact Basel Il could hawe

7 But also deposit insurance guarantees resultimgoiral hazard.
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risk management. More specifically, over 80% of Hamks investigated feel that Basel Il and its
regulatory capital requirements have been usefuth® internal risk practices and management
approaches. And almost 95% of all bankers agreetiieaBasel Il regulatory capital is a core or an
additional feature for risk management (see Figlu®). The current crisis has underscored the
importance of effective credit risk management dsey component to financial stability. As such
Basel Il has been important if not for the capitashion as such, then for the impact on risk
measurement and awareness in banks. Of course fbsktenanagement and measurement at the level
of a bank do not necessarily result in a reduatibregulatory capital arbitrage or in a safer ficiah
system, and as such we agree with Van Hoose (20@f)the net effect of Basel Il on financial

stability is ambiguous (see below).

The R&S and some of the AOs agree that Basel lldraddded value when it comes to the internal
risk management of banks. In that sense Basekltbgainly been a step forward and as such Bhsel |
has been evaluated quite positively in that sef\sesuch, it is striking to see how again bankefseho

that Basel Il will not be implemented as proposauat] that a 73% majority expect the new regulation

not to trigger changes in credit risk management.

1.4.2 Internal rating model

The evolution in credit risk management has hadsitipe impact on the use of internal models
(Carey and Hrycay (2001), Altman et al. (2002), riéhars (2002), Van Gestel et al. (2009)). The next

part gives an overview of rating model practicethiminterviewed banks.

Internal models for measuring risk are used by @%ur sample. In 90% of the cases it holds that
large banks use internal models, whereas smaliéeshiase them only in 70% of the cases. Those that
have an internal rating model are generally hapiply their model (80%). The top risks (in additian t
the regulatory model) measured by internal modeddiguidity risk and counterparty risk. In Figure

1.4, you can find the risks measured by our sawipteuropean banks.
Insert Figure 1.4 here
When building a credit risk model, a bank has tcidkzon the rating philosophy. The time horizon for

assessing the creditworthiness of borrowers ingassj ratings - which is part of the rating

philosophy - is on a spectrum between point-in-ti(R¢T) and through-the-cycle (TT) Even

18 point-in-time (PIT): the rating gives an indicatiofithe borrower’s current condition and/or mokely condition over a
short chosen time horizon, typically one year.
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though this is an arbitrary distinction, the chosating philosophy influences many aspects ranging
from pricing, credit and portfolio monitoring toviel and volatility of capital requirements and asls
has an important impact on both financial stab#ibd the level playing field. If the PD assignedto
rating grade is fixed, a TTC rating system will uksin relatively stable regulatory capital
requirements, whereas a PIT system will produceernounter-cyclical capital requirements. As such,
in order to reduce the incentive for regulatory idparbitrage it is important that the rating
philosophy is consistently applied in both regutgtand economic capital. Some opinion leaders have
argued that the remedy for pro-cyclicality in thasBl Il capital requirements is the use of TTC
estimates for the probability of defaults and reogvrates. On the other hand this would also
introduce unacceptable vagueness into the estiraateseriously undermine the basis for backtesting

and verification (Rowe, 2003).

It could be expected that financial institution®sf more often for the PIT method, because itsis le
complex (Treacy et al. 2001, Rikkers and Thibed@Q7). This is in line with our findings, where at
this point, most banks are still using the PIT ajgh that is consistently applied across assetadas
For the future, there is a clear tendency towdndsTiTC rating philosophy. An important reason why
banks opt for a certain rating philosophy seemset@ragmatism and data availability, but also ¢redi
culture and competition. Furthermore some banke aldmitted that the rating philosophy was
coincidence rather than a well balanced choicethatdit was partly inspired by rating agencies and
supervisors. Everyone agreed there is no modeligha@mpletely PIT or TTC and as such they are
convinced that some surfing through the cycle isvoidable. Besides the difference in rating
philosophy, the number of rating classes also diffggnificantly between European banks, ranging
from 7 to 23. This difference in granularity betwelganks is mainly induced by the differences in
portfolio and models in use. Internal rating systewith many grades are more expensive but
especially for profitability analysis fine-graindiktinctions are necessary to support risk-retcade-
offs. Even though there is a large difference engitarity, all banks are convinced that therelarge

homogeneity in each rating class of the bank’sinaterating system.

It is important to note that some banks use differating philosophies depending on the purpose of
the rating. For instance one bank uses PIT forimgicand impairment and TTC for capital

calculations. This practice could be an additiagtimhulus for capital arbitrage.

After developing an idea on the way risk managenaet credit risk management has evolved, we
will now elaborate on the way regulatory and ecomooapital are being calculated and how this

differs across banks.

Through-the-cycle (TTC): the ratings give an indiiwa on the borrower’s creditworthiness, based éulldbusiness or
economic cycle.
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1.4.3 Regulatory and economic capital

1.4.3.1 Requlatory capital

As was already mentioned, over 90% of the bankstipreed view regulatory capital as a core or at
least an additional feature in risk management fsgare 1.3). Besides compliance, it is primarily
used for the measurement and management of rigk)(#xternal reporting (64%), and the strategic
use and optimal allocation of capital (53%). Widspect to credit risk, we see that 75% of banks
currently use the standardised approach and dheuie the advanced internal rating based approach.
In line with expectations, big banks in particulsse the advanced approach (AIRB), which has

important implications with respect to the levedyhg field objective of the accord.

Insert Figure 1.5 here
Insert Figure 1.6 here

One third of the respondents, mainly investmentpovate banks, claim they will still use the
standardised approach in the future. We receivedymaasons why banks would not apply for the
AIRB. In order of frequency the top reasons are: ¢bmplexity of IRB, the business model of the
bank, the implementation period and a lack of resesi Other less frequently cited reasons aredéck
available data, lack of belief in the concept, tadiinterest and the fact that government puts more
emphasis on the standardised approach. For baaksldhnot adopt the IRB approach, about half of
them believe their competitive position will beeffed. The reasons for this are diverse, but tbie fa
that the competitor will have a better view of tiek/return relationship is the most frequenthyedit
reason (30%).

In future, clearly more banks are planning to adbptIRB approach. An important reason for this
finding is the better competitive position thatriduced by the IRB approach. Depending on portfolio
risk, advanced IRB could result in the highest @dpelief, freeing up resources that can be used f
other purposes. However, most banks indicated tetmain advantage of IRB is the fact that it
enables banks to have a better understanding oktatonship between risk and return. As a second
and third advantage, banks indicated a better stateting of risk concentration and more complete
and timely risk data. This again confirms that itheein issue in capital regulation is not necesséinigy
ultimate capital level but rather the impact it ls&srisk management practices. These findings could
also positively contribute to regulatory capitabitnage as the IRB approach can be regarded as a
compromise between a purely regulatory measurereditcrisk and a fully internal model based

approach and as such might result in a high coeneeg between regulatory and economic capital.

Hybrid: the rating is in the area between PIT aA€T
36



In the context of the crisis, R&S and AOs increghirformulated their opinion in this respect. A®s i
favour of the use of a standardised model arguetiieaadvanced model is too opaque to implement
and sometimes not well understood by bankers. Eurtbre, they claim it is a naive perception to
believe that such models incorporate all kinds isk rand they express their worries about the
underlying assumption of the model, such as thealistic normal distribution. As a result, theylfee
that bankers should employ simpler and more ti@dli systems in their credit risk management.
Complexity can result in systemic risk or inforneatiasymmetry. An important issue here is that the
models are too complex for effective supervisiontheds argue that banks should use advanced
models because they help them to better quantifiy and are more suitable for complex bank
activities. The idea is that there is no necestage-off between accuracy and transparency of the
models. This is supported by 70% of the banks wiptyaan internal model.

Ultimately both types of models are criticised. ¥Hail to include tail risk and models are never a
reflection of reality. This explains the failure lmbth approaches during the crisis. From the opioio
R&S and AOs it is thus not clear which model shobkl preferred. Bankers move towards an
advanced model, but is not clear that they do saume they really believe the model is better or
because it enables them to hold less capital repgints. What is clear is that the choice of theehod

depends greatly on the size, business model anatiastof the bank.

1.4.3.2 Bank capital buffers

In reality, only a small fraction of the bankingssym is constrained by regulatory capital
requirementsThis does however not imply that capital requireteetio not matter (Repullo and
Suarez, 2010). Banks seem to anticipate that shuxkifieir earnings and the macro-economic
environment weaken their capacity to lend in thereiand, as a safety measure, hold capital buffers
Moreover, during the latest financial crisis, bardmcountered the financial shocks with capital
cushions significantly above regulatory thresholdiswever, partly due to pro-cyclical behaviour, the
overall cushion seemed too thin. A big challengebfanks is the way they deal with uncertainty about
the scale of losses they can face in a less batgnomic and financial environment, and the size of
the cushion they have to build against that unicgitaRisk management tools also rely on historg an
experience which makes it very difficult to assesgential future losses for innovative financial
instruments or unseen financial shocks.

Likewise in our sample all banks hold capital wedtlove the required minimum. It is difficult to
empirically distinguish different underlying determants of bank capital buffers (e.g. Allen et al.,
2009). Banks may build up capital stocks more ttiey currently need if they fear future costs or
uncertainties in case they would need to raisetala@erger et al., 2008). As such, differences loa
induced by differences in access to funding, stadehn structure, portfolio risk etc. (Jokipii, 2008

Due to the diversification effect, economies ofleda screening and the ‘too big to fail’ principle
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larger banks are expected to hold smaller averapeat buffers. However, we find no evidence for
this in our sample. Banks listed several reasonstivbly hold excess capital. Forty percent explia@ t
buffer by the fact that Basel Il fails to recognizertain risks, 25% says it is to avoid supervisory
intervention and another 16% holds a buffer witl dlirect purpose of improving the bank’s rating.
Another frequently cited reason for smaller bargkghat it is necessary to have this buffer to cocwi
their clients of good solvency. Another argumenswaat 8% is just not enough; business cycles
require the capital base to be higher so that ulcc@rotect banks better during a crisis. One bank
stated they used economic capital to decide oncéipital buffer. In the context of the crisis and
regulation, the R&S and AOs agree that higher ehpéquirements are needed, but at the same time
acknowledge that this could not have preventedtises. The idea of countercyclical capital buffexrs

widely supported as it works both as a buffer asmd avay to limit the asset bubbles.

Where Basel Il has proven its strengths when iteoio risk management, in preventing downturns,
the capital requirements under Basel Il are comsttidess useful. After all that has been said and
done, thirty percent of the people investigatell Iséllieve that the current crisis would have lei¢d
hard if Basel Il had already been implemented. H@r¢he majority of the respondents feel that the
loopholes (liquidity risk, securitisation, pro-ciglity etc.), the scope and the room for intergtien

are too big to make the regulatory framework susfcesR&S and AOs also recognise the limits of
Basel Il. The accord did not look comprehensivelyigk, the relationships and correlations between
different types of risk are not taken into accowif,balance sheet items were not covered, capital
buffers were too thin, cyclicality was enhanced #mel models not well understood. Knowing this,
another question that should be addressed is teatebo which the ultimate goal of Basel I, funthe

alignment between regulatory and economic capited,been achieved.

1.4.3.3 Economic capital

Economic capital can be defined in various wayse @ank defined it as the positive difference
between available risk coverage capital and reduisk capital. However, in reality, economic capit
should not always exceed regulatory capital. Maapkis tend to define it as “an add-on buffer
(covering other risks) on pillar 1 capital”. In osample, over 70% of banks currently calculate
economic capital and in the future over 80% wilcatate it. In a number of banks it was introduced
in the early nineties, however in most cases it imgt@duced only very recently. Non-rated or low-
rated banks in particular frequently do not calikeconomic capital. The banks that are A-rated or
above, almost all calculate economic capital. Bagks also do so more often than small banks and
this will be even more the case in the future. fava banks it has gained considerable acceptange ov
the past years, in others it is still in its infgrar not yet part of their strategy. The confideimterval

for economic capital ranges from 99.9 (Basel llgpill) to 99.98. The economic capital model itself

differs a lot across banks. About 40% of the bardes a default model where the other 60% rely on a
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market value model. For most banks MKMV is a fundatal input. No bank uses a reduced form
approach for its economic capital calculations. Tiggest difference across banks lies in the
parameters that are included in their economictabpalculations. Besides the regulatory ingredient
credit, market and operational risk, only a few Ksamclude interest rate, business, reputatiors&l ri
etc. in economic capital as well. One bank stated they try to capture all risks they are confeadnt
with and those risks that are difficult to quantse covered by an arbitrary buffer. Furthermaessl|
than 50% of the banks explicitly recognise coneditn risk at this point. The above clearly shows
that where banks tend to converge with respectetmulatory capital practices, there are still big

differences across banks with respect to econoagital calculations.

1.4.3.4 Difference between regulatory and economiapital

Jones (2000) pointed out that the underlying factisiving regulatory capital arbitrage will contau

to exist unless economic and regulatory measureslotonverge. Diversification and concentration
effects create the biggest gap between economicendatory capital. The above shows that current
practice with respect to economic capital calcalaiis still not up to its full potential, which wd
imply that in the future due to better correlatiamd concentration measurement, the gap between
regulatory and economic capital could increase dueier. Also differences in the PD, LGD and

EAD parameters play an important role in the dieee between the two capital numbers.

For non-rated banks, the difference between ecanand regulatory capital is often higher than 20%.
Whether this difference is positive or negativdeis clear. Half of the banks have a higher ecaniom
capital and the other half a higher regulatory epiWhen we compare the two levels of capital in
terms of changes over time, we see that half ob#rkers claim that there has been a shift in both
capital numbers, due to a change in credit rislosype, interest rate and business risk, growtthef t
business and changes of economic conditions. Timasexpect a shift in the capital level attribiite

to the new Basel Il framework.

What is important to understand is that for 50%bahks economic capital is still below regulatory
capital. Taking into account that regulatory cdpthitrage is widely perceived as a “safety valf@”
reducing the adverse effects of regulatory capaquirements that exceed levels commensurate with

the bank’s underlying economic risk, this implieattincentives for RCA will continue to exist.

At the same time most banks acknowledge that ecmnoapital is currently not used to its full
potential, and that it often has the same use ggla®ry capital. More specifically, at this point
economic capital is not used for performance megsant or as a driver for compensation. On the
contrary it is used for Basel Il pillar 2, measuegnand management of risk and risk adjusted pyicin

and this use is expected to increase.
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With respect to loan pricing, 38% currently userexuic capital. The others use other methods such
as customer pooling, competitive market rates gulegory capital (sometimes with a buffer). Credit
decisions will always depend on the expected y@ldr a minimum margin where credits priced
below the minimum margin are not profitable and wit be supplied. Taking into account the more
conservative features of regulatory capital, ondccargue that regulatory capital is too expensineé

that economic capital is a more valid input forcprg. In reality most of the interviewed bankslstil
rely on regulatory capital for loan pricing. Howetbkere is a tendency that in the near future, 8%

banks will rely more on economic capital or on enbmation of both.

The above clearly shows that current practicesediff lot across banks especially with respect to
economic capital. The fact that banks seem to nowiee same direction for regulatory capital could
imply that Basel Il is indeed increasing the lepkalying field. However for economic capital praesc
there is still a long way to go. In the absencgrefter convergence, regulatory capital standaein s
destined to become increasingly distorted due tihéu financial innovations and improved and new
methods for economic capital calculations and RE&even though Basel Il has a positive impact on
risk management practices, the impact on regulatapjtal arbitrage and associated financial stgbili
is ambiguous and will highly depend on the finahiziatitutions, which in itself will again distothe
level playing field. Furthermore, under Basel Iriks will also weasel their way out of its stricdse

by modifying the risk weights in their favour. Banlill figure out what sorts of regulatory capital

arbitrage they can do. This again stresses thertanpze of bank supervision.

1.4.4 Basel I

1.4.4.1 The perception of Basel Il

At this moment the foundations of Basel Il arengeliaid. Most financial institutions believe thésea
need for new regulation, with 64% agreeing that 8tiould be at least on a European level and 76%
agreeing that preferably there should be a globgullation (see Figure 1.7). Hence global regulation
is the most vital requirement. This is supported doth R&S and AOs. A general fear of not
regulating other continents such as America, whiegecrisis originated, is bigger than the fear aff n
regulating the European Union. Furthermore, banketieve that the new regulation should be as
strict as the current one and preferably eventstri@ll types, sizes, rated and unrated bankseagne

this matter.

¥ These questions were only addressed during timdagave of interviews.
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Insert Figure 1.7 here

When asking bankers about the ideas behind thebaeking regulation, many admitted that they did
not really know the proposal in depth. The laclBakel Il awareness is quite striking and logidal a
the same time. In the next paragraphs we will labthe extent to which certain ideas, including new

proposals of the Basel Committee, will have an ichjpa banks and financial stability in general.

First we will address the factors that ought toactthe banks. More specifically we asked banlers t
what extent they felt that their bank would be icted by the new rules. The answers are depicted in
Figure 1.8.

Insert Figure 1.8 here

As can be seen, banks expect the impact of theStsile Funding Ratio to be highest. This is
followed by the changes in accounting stand@rdbe liquidity risk, the leverage ratio and the
countercyclical capital buffer. Banks do not reaBem to worry about the new definition of capital.
Our results also show that the impact is expeabedet higher for retail banks and universal banks
compared to investment and private banks. Witheesip the operational impact of Basel Ill, banks

expect the highest impact on reporting and theftiaktion as such.

Next we look at the perceived effect on global ficial stability. Generally speaking, bankers think
that financial stability will be enhanced mostly byreinforced role of the supervisors. Contrary to
what could be expected, banks are really fine Withing stricter supervision, as they believe that f
competition will suffer otherwise. Bankers belietat the least effect on financial stability would
come from a review of the CRO function. In the figilbelow you can see to what extent there is an
expected impact for certain factors.

Insert Figure 1.9 here

On 16 December 2010, the Basel Committee reledsedesults of the comprehensive quantitative
impact study (QIS), in which they assess the impédapital adequacy standards announced in July
2009 and the Basel Il capital and liquidity proalsspublished in December 2009. The estimates

presented assume full implementation of the finatd 11l package, based on data as of year-end

20 National and international regulators are currergljiewing the rules and are divided between maireviilue or more
losses and volatility for banks. Discussing theoaoting standards is beyond the scope of this paperever it is
interesting to see that banks believe that thelybeilhighly impacted by accounting rules. Thisnidime with our finding that
84% of the banks state that as IFRS enhanced ajjtfigt has reinforced the crisis.
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2009. The BIS concludes that in order to prevemttzr global financial crisis, banks across the
world will need to raise nearly €600 billion in extcapital as a result of the new rules. This numbe
does not take into account the extra capital clsatiyat are likely to be imposed on systematically
important banks, which are deemed too big to fdie most important findings of this QIS are listed

below.

Including the effect of all changes to the defuonitiof capital and risk-weighted assets, as well as
assuming full implementation as of 31 December 2@@®average common equity Tier 1 capital ratio
(CET1) of Group 1 bankSwas 5.7%, as compared with the new minimum remeérg of 4.5%. For
Group 2 bankg the average CET1 ratio is 7.8%. In order for ath@ 1 banks in the sample to meet
the new 4.5% CETL1 ratio, the additional capitaldeekis estimated to be €165 billion. For Group 2
banks, the amount is €8 billion. Including both thB% minimum requirement and the 2.5% capital
conservation buffer, the Committee estimated thau@ 1 banks in aggregate had a shortfall of €577
billion at the end of 2009 and Group 2 banks wdwdde required an additional €25 billion. As a resul
of the new definitions of capital, the Tier 1 capitatios of Group 1 banks would on average decline
from 10.5% to 6.3%, while total capital ratios wabalecline from 14.0% to 8.4%. For Group 2 banks,
Tier 1 capital ratios would decline from 9.8% td%. and total capital ratios would decline from
12.8% to 10.3%. Furthermore, the overall risk-we&ighassets would increase by 23.0% for Group 1
banks, mainly driven by charges against counterpamdit risk and trading book exposures. As a
result the risk-weighted assets of Group 2 bankgldvimcrease by an average of just 4.0%. It isrclea
that the changes in risk-weighted assets havergsact on banks’ capital positions than changes to
the definition of capital. Interesting to see iattthe latter was feared less by the banks in annpe.
The new liquidity standards result in an averagdrl&hd NSFR of 83% and 93% respectively for
Group 1 banks and 98% and 103% for Group 2 bankek® have until 2015 to meet the LCR
criterion and until 2019 to meet the NSFR standgnaially, the weighted average leverage ratio using
the new definition of Tier 1 capital is 2.8% fordap 1 banks and 3.8% for Group 2 banks.

The Chairman of the Basel Committee concludes tth@tBasel Il rules will gradually increase the
level of high-quality capital and liquidity buffeis the banking sector. Furthermore, he stressas th
the transition period, which has been ignored | @IS, should allow banks to move to the new
standards in a manner that does not jeopardizaiadseconomic recovery. However, we feel it is
important to keep in mind that the averages lisibdve could mask some worrying shortfalls at

individual bank level and that some sources of eamare therefore not identified at this stage.

R&S and AOs believe that Basel 11l should look mooenprehensively at the risks, meaning that risks

should no longer be looked at in an isolated wajthat it should cover all risks and off-balanceeth

21Group 1 banks have Tier 1 capital in excess ofifidrn
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items. New financial instruments should be invegtd more and the loopholes should be tightened.
The fear for the new regulations by bankers is icowefd by all parties; however, this has been
tempered by the fact that the new rules will belengented step by step over a long time horizon.
Furthermore R&S and AOs believe that stress teshmuld be integrated into the risk models of
banks and these models should account for inteemiom between banks and should incorporate

correlation between risks.

Of the banks that were more familiar with the Bdfdiramework, about half of them are convinced
that Basel Il will succeed in reducing pro-cyclita Those who do not believe this argue that
regulation will always lag behind the market anat tthis is an intrinsic error in the system.

1.4.4.2 Basel lll and the level playing field

One of the goals of the Basel Committee is theiga@n of an international compromise on
regulation in the financial sector. This is intedde create a level playing field and free market f
institutions all over the world. The question rensahowever whether it is realistic and necessary to
include every country and every type of bank inrlbes regulation. 71% of all banks believe that the
new regulation should be applicable to all bankhaetit any exception. Of the big banks, as many as
90% agree. The smaller banks and the savings aspkerative banks tend more towards an unlevel
playing field. The banks that are in favour of &tgegulation, consider the factors size and atitiy

as prime determinants. Continental R&S agree tlzatnamon global regulation is the ultimate way to
proceed. They believe that there are many posititentions to create a common regulation in the
context of the G20 for international solvency ruldg the same time they realise that these
negotiations will be difficult and not all supereis will be able to apply the regulations on a#ith

banks. Their hope is that it will be possible tplgghese regulations at least to all internatidreaiks.

When it comes to the discrimination between big amll banks, the AOs remain cautious. They
argue that the regulation should apply to all tgfebanks without any differentiating factor. The
smaller and less risky banks should realise thahtewally this will be beneficial to the economyaas
whole. This vision is opposed by the argument thate should be some differentiating factors, for
example risk profile and size as proxies for po&draystemic risk of the bank. Furthermore, most
agree that eventually the level playing field sldobe established at international level, but that
probably some local changes will be necessarytfirstlow it to happen. Bankers themselves do not

really believe that a level playing field will eviee achieved.

22 Group 2 banks don’t have Tier 1 capital in exa&$83 billion.
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With respect to the way supervision should be dsgah most R&S believe in a coordination of
supervision rather than in a centralised supemisidis is primarily because Europe lacks financial
resources if something were to go wrong. Furtheempational supervisors benefit from proximity.
Only a minority of regulators feel that Europe Isafficient resources and that full responsibiligy i
therefore the only way for effective cross boardegervision. For banks it is less clear how this
should be organised. However there is a tendencysdipervision within the EMU-zone, a dual
supervision or even a global one for internatidpehks. This is especially the case as some of the
banks’ subsidiaries suffer from the conflict of fdifng regulations in the country where the

headquarters are established.

1.5 The road towards financial stability: beyond Bael IlI

The financial crisis resulted in a deep shock Far financial sector and for society as a whole. But
every crisis also creates opportunities. This stpiyes that bankers, R&S and AOs believe there
should be some major changes in the regulationiseofinancial sector. This means there is a unique
chance for regulators and politicians to creategulation that ensures more financial stability and
guarantees more welfare for the whole society.

Next to the Basel reforms, there are quite someegoio increase the regulation of credit rating
agencies (CRAs), reduce the pro-cyclicality of in&gional accounting standards (IFRS) and further
regulate the corporate governance at banks. A pgwlation on those three subjects is supported by
the banks. The top issues for banks, in favourgtilation of CRAs, are the fact that they have too
much influence, that they are not held respondittemisleading information and that conflicts of
interests with issuer-paid research should be adoiBor the banks that do not belief in rating agen
regulation, the argument is that they would becdésss effective if the open market would be given
up. Continental R&S believe there should be mogeliaion, more transparency that is guaranteed by
the government and they stress that the governsienild further work on the conflicts of interest.
The Anglo-Saxon vision is slightly different; theygue that credit rating agencies are deemed an
instrument of the market and should thus resporidg@emand of the market.

Several AOs emphasized the importance of validatiegnodel employed by the CRAs which should
be done by supervisors. Moreover, they argue tieaetshould be a standardized model used by the
CRAs. The main objective behind this idea is to endlie ratings more comparable. Furthermore, it
can be expected that more transparent models edllr in fewer mistakes. Another solution
suggested in the US is an increased competitiondeet rating agencies. However, the effectiveness

of all these propositions still needs to be proved.
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Atfter the crisis, also international accountingnsiards (IFRS) came under attack. An overwhelming
majority of 84% of the bankers states that, becahseaccounting method enhanced cyclicality, it
reinforced the crisis. Several changes on IFRStlaeeefore advised by bank managers (e.g. not
altering IFRS standards this frequently etc.). Afeieve IFRS is still the best way of accounting.
However they claim that the International AccougtiStandard Board (IASB) should pursue a
thorough review of the concept and its pro-cyclioghact. Again one could differentiate between an
Anglo-Saxon vision and a continental vision of R&S. The first one states that IFRS did not make
the crisis worse and that the cyclicality of acdmm is just a symptom, rather than the cause.
Regulators on the continent agree that financipbming is about communication to the market.
However, some believe that IFRS has proven notetdhk best way of communication. The value
changes are no tangible profits, what makes therpretation of the numbers very hard, even for
experienced analysts. Some regulators argue thardading book can be booked consistently at fair
value, but not the banking book. Other regulataasnwior the fact that banks will be able to playhwi
this difference and that to avoid this, one sysigipreferable, probably fair value. There is thusta

of critique on IFRS. However at this point, there ao practical propositions on how to change it.

Finally, when it comes to the regulation of thek riepartment, the regulator is highly dependent on
the goodwill of the bank managers and shareholdeapply an effective regulation. It is clear ttze
crisis resulted in an increased importance of mgkhagement in banks. But even the introduction of a
direct line between risk management and the boadirectors does not guarantee that there will be
more attention for the risk management divisiorthie long term. Because banks are too big and too
important to fail, and shareholders are sometimyg bound to the company for a very short time,
they have an incentive for excessive risk takingisTis why there were some propositions on the
reintroduction of Glass-Steagall (tackling the peoty of too important to fail), limiting the size tie
banks (tackling the problem of too big to fail) dimditing the voting rights of short term sharehels.

At the level of the banks, a reintroduction of Gk&teagall could count on some support, but not fro
the universal banks. Many R&S and AOs believe G&tesgall and limiting the size of banks will
result in unprofitable financial institutions. Ametr problem with those suggestions is that it shbel
applied in the whole world in order to create elgMaying field. The proposition on the incentives

the shareholders therefore probably has the basicehof being realized.

1.6. Conclusion

Traditionally, capital requirements have been thenflation of bank regulation. However, their effect
on bank behaviour and financial stability is hightpntested. In addition to the regulatory
requirements, financial institutions calculate theivn economic capital reflecting the unexpected

losses and true risk according to the specificadtaristics of their portfolio. The ultimate godltbe
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Basel Il framework is the convergence between aghital numbers to further promote financial
stability. However, the Basel II' focus on makingigential capital more closely aligned to the banks
own economic capital could not offset the latesplsion of the financial system. Basel I, to all
intents and purposes, never properly came intoceffi@d it became clear that pre-crisis capital
standards were too weak for the types of risk ¢éha¢rged. As a consequence, the Basel Committee is
now working on a new accord usually referred t@asel 111, whose ultimate goal is to fundamentally
strengthen global capital standards. The questforporse remains whether the suggested changes

will address the gaps in Basel Il in a sufficientlaccurate way.

In this chapter we look at whether and how Europeamks adjust their behaviour in line with the
regulatory framework. More specifically, based emeyal interviews with different bank stakeholders,
we develop an understanding of current practicdl waspect to risk management, internal rating
models, regulatory and economic capital, Basehplementation and Basel Ill expectations. In doing
so, we are addressing another objective of thelBaserds, the creation of a level playing field.

Based on our interviews it is clear that Baselds$ bheen a first step in the right direction. Bdkjcll
parties agree that it has played an importantirotbe evolution of risk management, mainly by the
introduction of internal models and pillar 2 econoroapital. European banks seem to move in the
same direction for regulatory capital, howeverdoonomic capital practices there is still a longywa
to go and the room for regulatory capital arbitragmains to exist. Where Basel Il has proven its
strengths when it comes to risk management, ingmtavy downturns, the capital requirements under
Basel Il are considered less useful. The majoriitthe respondents feel that the loopholes, theescop

and the room for interpretation are too big to middeeBasel Il regulatory framework successful.

As a result all parties agree that a new regulai®mecessary, however there is quite some
disagreement on how this should be done. Therdédas a huge flow of writings and suggestions on
what the new financial regulation should look lil&me believe it should be more risk sensitive,
based on the business model of the banks, whikrothelieve that some general rules are preferable.
The regulation could be liberal or more restrictigpplied on an international level or on a regiona
and national level. The choice made should considare limitations, however. The new regulation
should be practical, meaning that it should be ipts$or supervisors to control it effectively afat

all banks to apply it with relative ease. The pedit limitations should be considered and one néeds
make sure that its impact on the total welfarepsnoized. Finally, the new regulation should also b
acceptable for the majority of the banks, takin iaccount their differences in activities, owngush

structure, size etc.

46



It has been suggested that Basel Il did not inchud@cient capital requirements. Banks believe tha
regulatory capital should be increased but onlwa iiimited way. Regulators and supervisors (R&S)
and academics and opinion leaders (AOs) warn ofmdgative effects higher capital requirements
could have on an already damaged economy. Thisyscapital requirements should be introduced in
the long term. Furthermore R&S and AOs state thghdr capital requirements will never be
sufficient when another financial crisis comes. rEfigre it is seen as one of many changes in the new
regulation. The advantage of higher capital requéets is that it works on two levels: it creates a

buffer and on a macro-economic level it limits theation of asset bubbles.

European bankers are mainly afraid of the impacthef net stable funding ratio and the new
accounting rules and stress the importance ofrdareied role of the supervisors. Banks believe that
reinforcement and the realization of effective sui@on is the main criterion for the realizatioha
more stable financial market. This confirms the dmiant role our research assigns to the supervisor
and the importance of this practical regulatione®@fithe major difficulties will be to make a rdlla
estimate on how far the capabilities of supervigmrsAnother difficulty on the subject of superuisi

is that it is still a national responsibility thatll not be centralised very quickly for politicaéasons.

A solution for this is a European coordination opervision, the so called level two supervision and

an increased communication and cooperation beta@gervisors.

R&S and AOs believe that Basel Il entails a lofraprovement, but they argue that Basel Il should
look more comprehensively at the risks. We agrae dhe of the main weaknesses in Basel Il is still
the risk weighting of assets, which is inherenthckward-looking and easy to game. The fact that
banks will need to hold much more common equitythefore, will probably increase the incentive
to find low-risk-weight assets which can be levehghuch more than risky assets. Furthermore banks
will be incentivised to increase returns withoutrgmsing measurable risk and thus will further push
risk in the tails. We believe that in the absenicgreater convergence between regulatory capitl an
true risk, regulatory capital standards seem dedtio become increasingly distorted due to further
financial innovations and improved and new methHodgconomic capital calculations and regulatory
capital arbitrage. Also under Basel Il banks arpested to weasel their way out of its strictnéss,
modifying the risk weights in their favour. Banksliviigure out what sorts of regulatory capital
arbitrage they can do. The question of course msnahether some Basel Accord could ever really

avoid this, but it's important to keep in mind ahegain stresses the crucial role of bank supienvis

We can never expect a regulation to prevent alkingncrises in future, and anything which reduces
its likelihood is a good thing. Our research shdhat financial stability cannot be realized by one
single measure, or in one single day. It will tikee and will consist of many different regulatipas

a result of a compromise between regulators, pwits and bankers.
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Appendix

Appendix 1.1: Some intuition behind the IRB approab

The philosophy of the IRB approach is based onfribguency of bank insolvencies supervisors are
willing to accept’. By means of a stochastic credit portfolio modaital is set to assure that there is
only a very small pre-defined probability for the@unt of unexpected loss to exceed the amount of
capital. Under Basel Il, capital is set to maintaifixed confidence level of 99.9%, implying thaéet
probability of a bank to suffer losses that exceagiital is on average once in a thousand years. For
the model used in Basel Il to be widely applicaliidhas to be a portfolio invariant model, i.e. the
capital required for an exposure only depends erriik of that exposure and not on the portfoliis it
added to. As a result of this model restrictiom, tlsk weight function under Basel Il is based an a
Asymptotic Single Risk Factor model (ASRF), whetk systemic risk that affects borrowers is
captured in one single risk measure (Gordy, 2008¢. underlying assumption is that the bank’s credit
portfolio consists of a large number of small expes. If this holds, the idiosyncratic risk assteza
with an individual loan is cancelled out and orihe tsystemic risk remains. In the ASRF approach,
there is only one systemic risk factor, implyingtthll loans in the portfolio are subject to thmeaset

of market conditions. As a result, for a large fudid of loans, the total capital requirement eguthle
weighted sum of the marginal capitals for individlegans. The model was further specified taking
into account Merton’s (1973) and Vasicek’s (200&)umnd work and resulted in the following risk-

weight function:

K =|LeDON|1- R) ™ 0G(PD) + (R/(1- R))* 0G(0.999)| - PDOLGD|0- 150b(PD))* O
(1+(m -25)Cb(PD))

This formula calculates the conditional expecteskIbased on conditional PDs and downturn LGDs.
The average PDs that are provided by banks anéctefiormal business conditions are being
transformed in conditional PDs reflecting defaaltes based on a conservative value of the systemic
risk factor, through a supervisory mapping functiés there is no such function for LGDs banks are
expected to provide LGDs reflecting economic-dawmtconditions. The conditional expected loss
includes both expected and unexpected loss, hovesvitrwas decided that capital should only cover
unexpected loss (the UL concept), a correctionBbris required. Further, there is also a maturity
adjustment taking into account that long-term deedre riskier than short-term credits and thasehe
maturity effects are stronger for obligors withoavldefault probability. The degree of the obligor's

exposure to the systemic risk component is reftedtethe asset correlation (R). Under the IRB

% As mentioned before, in order to prevent morabhdzonsiderations for banks to take too much iisk,not
advisable to completely eliminate the credit risk.
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approach, the asset correlations should be detedmising a formula of the Basel Committee. These
formulas are based on the observation that asseglation increases with size and decreases with
increasing PD (Lopez, 2004). It should be noted the latter has been contested by several studies
(e.g. Dietsch et al., 2004). As retail and SME itrack found to be less prone to systemic risksehe
loans will receive another treatment than corpol@é@s and will require less regulatory capital dor
given default probability. Besides the fact tha #ibove function does not explicitly take into agdo
portfolio and diversification effects, it also iges the potential correlation between PD and LG® an

by doing so it potentially underestimates the epéquirement.
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Appendix 1.2: Participants in this research

Academics and Opinion Leaders

The views of academicians and opinion leadersrai@at knowing that this topic is often described a
being in between finance practice and philosopheyTconsist of a diverse group of professors in
economics and finance at Belgian universities, deted with one broker. Our sample can be
considered as representative for the populatioe.ifiterviews were semi-structured in order to allow
certain flexibility and leave a room for creativignd further discussion. As a preparation for the
interviews, we first consulted the viewpoint of tiilowing parties: the Basel committee, the Group
of Twenty (G20), Center for European Policy StudiéEPS), the European Commission (CRD V),
de Larosiere, The Committee of European BankingeB8igion(CEBS), and the Euro Banking
Association (EBA)), the European Parliament, theldfal Reserve (Fed) / Obama, the European
organization for Cooperative Banks (EACB), the igation for Economic Cooperation and
Development (OECD) and the European Central BankKB)E/ Trichet, added with some

academicians and opinion leaders.

Regulators and Supervisors

Regulators and supervisors represent the secorigtipamnts of this research. The regulatory and
supervisory structure of the financial market isnpbex and should be addressed at different levels,
which are depicted beldf

BIS: Bank of International Settlement
\X"}:)]_‘ld v\\r-ridt‘ G20-BIS-IMF - WB CEBS: Committee for European Banking
Supervisors

CEIOPS: Committee of European
LE‘VG] 1 EU Com — EU Coun —EU Parl - ECB Insurance and Occupational Pensions

Supervisors

CESR: Committee of European Securities

=] 2
Level 2 EBC— EIOPC - ESC— CFC Regulators.

Finance Ministers CFC: Commuttee on Financial

Conglomerates
LE‘VG] 3 CEBS - CEIOPS — CESR EBC: European Banking Committee
ECB: European Central Bank
EIOPC: European Insurance and

Lf‘vel 4 EU com Occupational Pensions Committee
ESC: European Securities Committee

Supervisors

EU Com: European Commission
National Belg. Parl. - CBFA/BNB EU Coun: European Council

EU Parl.: European Parliament
IMF: International Monetary Fund
WB: World Bank

In order to be able to draw the view of regulatamd supervisors, we performed an interview at every

level of this pyramid, except for the “World Widkgvel. The interviewee always had a close link with

4 This scheme was developed during a joint collaimsetween Vlerick Leuven Gent Management School
and TriFinance.
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the institution. These interviews were semi-strieiuand were framed around the same topics
addressed in the other parts of this research.li$hef participant for regulators and supervis®'s

presented below.

UK Cabinet for Business, Innovation, and Skills,

European Commission,

Banking Finance and Insurance Commission / CBFAdiBm),
Banque Nationale de Belgique (Belgium),

Financial Services Authorities (United Kingdom).

Swiss Financial Market Supervisory Authority — FIXM
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Appendix 1.3: Detailed description of banks in ousample

In the table below you can find an overview of llaeks that collaborated in our survey.

Most of our banks are retail banks and also unalebanks, defined as banks that have multiple
business activities, present a large piece. Babglbank type, we further split up the banks adogrd

to their ratings. More specifically, we looked atings from S&P, Moody’s and Fitch and made a
consensus for each bank. Usually ratings were airaitross rating agencies or only available by one
CRA. If the bank scores on average an A- or higtierjnstitution belongs to group 1. If the bank ha
a rating below A-, we regard it as a bank of gr@uinally the third group consists of banks that a
unrated, which are mainly domestic and smaller bank

Regarding size it is difficult to compare banksossr countries. Nevertheless we did an attempt to
classify banks according to their relative size asuged by assets- using other financial institstion
the same country as a benchmark. For example im&sy, the four high street banks would be

regarded as big, while the others are considersdhadl and medium.

The table below gives an overview of the banks tbdaborated in our survey. It reflects the siimat

of the banks at the moment the interview took place

Country Name Size S&P Moody’s Fitch
1 Belgium Argenta S&M BBB+ Unrated Unrated
Spaarbank
2 Belgium Bank Delen | S&M Unrated Unrated Unrated
3 Belgium Caisse S&M unrated unrated unrated

d'Epargne de

Tournai
4 Belgium Delta Lloyd S&M AA- unrated AA-
5 Belgium Dexia Big A Al A+
6 Belgium Fortis Big A+ Al A+
7 Belgium Landbouwkr | S&M Unrated Unrated Unrated
ediet
8 Belgium KBC Big AA- Aa2 AA-
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9 Bulgaria Raiffeisen Big Unrated Baa3 Unrated
Bank
10 Czech Rep. Investicni Big Unrated Unrated Unrated
spolecnost
Ceske
sporitelny
11 Denmark Jyskebank Big A+ Aa2 A+
12 Denmark Nykredit Big A+ Al unrated
13 Denmark Saxo Bank Big Unrated Unrated Unrated
14 Denmark Sydbank Big unrated Al unrated
15 Finland Tapiola S&M unrated unrated unrated
16 Finland Aktia Bank S&M unrated Al unrated
17 Finland Municipality S&M AAA Aaa unrated
Finance Plc.
18 Finland Alandsbanke | S&M unrated unrated unrated
n
1¢ Finland Sampo Big A Al unrated
Pankki
20 Germany AXA Bank S&M A+ unrated A
Germany
21 Germany Deutsche Big A- Al A+
Postbank
22 Germany Deutsche Big A+ Aa3 AA-
Bank
23 Hungary AXA Bank S&M A+ unrated A
Hungary
24 Hungary K&H Bank Big A- unrated A-
28 Kazachstar Halyk Bank Big B+ Ba2 B+
26 Luxembourg Advanzia S&M unrated unrated unrated
Bank
27 Luxembourg Bank of S&M unrated Al A
China -
Luxembourg
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28 Norway Storebrand S&M BBB+ A3 BB+
29 Spain Santander Big A Aa2 AA
30 Sweden Svenska Big AA- Aa2 AA-
Handelsbank
en
31 Sweden JAK S&M unrated unrated unrated
Medlemsban
k
32 Sweden SEB Big A+ Aa2 A+
33 Switzerland InCore Bank | S&M unrated unrated unrated
AG
34 Switzerland Sarasin S&M unrated unrated unrated
35 The AEGON S&M A+ unrated A
Netherlands
36 The BinckBank S&M unrated unrated unrated
Netherlands
37 The ING Big AA Aal AA
Netherlands
38 The Mizuho S&M unrated Aa3 A
Netherlands Corporate
Bank
Nederland
NV
39 The NIBC S&M BBB Baa2 BBB
Netherlands
40 The Rabobank Big AAA Aaa AA+
Netherlands
41 The Lanschot S&M | unrated unrated unrated
Netherlands Bankiers
42 UK Barclays Big AA Aal AA
43 UK European S&M unrated unrated unrated
Finance
House
44 UK HBOS Big AA- Aal AA
45 UK HSBC Big AA- Aaa AA-

63



Tables

COUNTRY CHARACTERISTIC SUBDIVISION EXAMPLE
Austria
Type Joint stock Banks Oberbank
State Mortgage Banks Niederosterreichische
Landeshypothekenbank
Savings Bank Sparkasse Grol
Credit Cooperative Raiffeissen Group A
Sector Single-stage BAWAG
Double-stage Volksbank cooperativi
Triple-stage Raiffeissen cooperativ
Belgium
Size Large KBC Bank
Medium AXA Belgium
Smal Keytrade Ban
Czech Republic
Size Big Komercni Bank
Small Ceska exportni ban
Denmark
Size Big Danske Ban
Medium Nykredit Ban}
Smal FIH
Type Universal Bank Nordea Denmai
Investment Bank Saxo Ban
Other Bank CantoBan
Estonia
Size Big Eestu Uhisbar
Small Praetoni Par
Finland
Type Commercial Bank Norde:
Saving Bank Nooa Sparban
Cooperative Banks: (- | Porvoon Osuuspank
Pohjola
Cooperative Baks: Loca | Lokalandelsbanke
Size Major Sampo Pank
Minor Alandsbanke
France
Type Public Banl La Banque posta
Cooperative Banl Crédit Mutue
Commercial & Universa| BNP Pariba
Banks
Germany
Type Cooperative Bank Volksbank
Savings Bank Hamburger Sparkasse
Commercial Bank Deutsche Bank
Size National Raiffeissen Group
Regional Bank Schilling & Co.
Greece
Type Cooperative bank Cooperative  Bank
Epirus
Big Bank Agricultural  Bank  of
Greece
Italy
Type

Universal ban

Intesa SanPac

Cooperative bar

Banco Populal
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Size

Big Unicredit
Small Acquaviva Picena
Latvia
Type Saving Bank Latvian Saving Bank
Private Bank Aizkraukles Bank
Size Big Hansabanka
Small Norvik Banka
Lithuania
Size Big LB Lietuva
Small Jureiviu Credit Union
Luxembourg
Type Saving Bank Banque et Caigse
d’Epargne de I'Etat
Commercial Ban BGL
Cooperative Bar Compagnie de Banqt
Privée
Size Big BNP Paribas Luxembou
Small Advanzia Bank S./
Norway
Size Big DnB NOR
Medium Sparebank 1 Grupp
Smal Terragrou|
Type Commercial Bank Norde:
Saving Bank Sparebank 1 Grupp
Russia
Size Big Sherban
Small Avtobank
Slowakia
Size Big Nova Ljubljanska Bank
Smal Wustenrot Stavebr
sporitelna
Spain
Type Clearing Banks BBVA
Saving Banks (Cajas) Caja Madrid
Size National La Caixa
Regional Caja Sur
Sweden
Type Commercial Banks Swedbank
Saving Banks Dalslands Sparbank
Cooperative Banks Ekobanken
Size Large — universal SEB
Small — reformed Falkenbergs Sparbank
Small — new Avanza Bank
Switzerland
Type Universal Bank Crédit Suisse
Raiffeissen Bank Raiffeissen Schweiz
Cantonal Bank Zurcher Kantonalbank
Savings Banks Caisse d’Epargne de Nyon
Private Bank / AM Julius Béar
The Netherlands
Size
Big ABN-Amro
Small BinckBank
United Kingdom
Primary Activity Universal Barclays Plc.
Retail Bank NatWest

Corporate Banks

Mizuho Corporate Bank
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London Branch

Investment Banks

Morgan Stanley

Other Banks

Gatehouse bank

Table 1.1: The European Banking Landscape
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Figures

Regul model Internal model Input:

Measure of asset./ earnings
volatility

Funding sources and stress
scenario analysis

The results from EVE
(Economic Value of Equity)
and duration GAP analysis

Input:

Frequency and severity loss
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subjective judgement

Frequency and severity loss
distribution and other factors

10-day VAR plus specific risk

charges VAR over liquidation period

plus stress scenario analysis

PD, LGD, EAD and some
maturity data, Basel Il risk
curves used to capture corr,
default model

PD, LGD, EAD and M, true
corr, market value model
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-Cl
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Vector analysis of risk corr,
copulas, variance-covariance
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Minimum regul cap — Converge? <— Economic cap

Figure 1.1: Difference between economic and regujatapital, an exampfé

% Based on Burns R. (2005).
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Figure 1.2: Banks across countries

Basel IT: usefulness
Measuring and managing risk 78%
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Risk-adjusted pricing
Performance measurement
Driver of compensation
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Figure 1.3: The perceived usefulness of Basel Il
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Risks assessed using internal models

Liquidity risk 63%
Counterparty risk
Business Cycle Risk
Other

Correlation risk

Reputational risk

Model risk

Systemicrisk

Figure 1.4: Risks assessed using internal models
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Figure 1.5: Basel Il approach for credit risk nowdhin future
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Figure 1.6: Adoption of Advanced IRB approach lydmd small banks now and in future



Thereis a need [or a new regulation
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Figure 1.7: Perceived need for a new regulation

Impacton your bank 1 to 5

Net stable funding ratio
Liquidity risk
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Definition of common shares

Figure 1.8: The expected impact of the regulatdranges on your bank
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Figure 1.9: The expected impact of the regulatdrgnges on financial stability




"In these shaky times, it is in Europe's interestto fall out publicly over a key issue of finaaici
regulation; that key issue being Solvency Bérnard Spitz, Chairman of the French Federatfon o

Insurance Companies - Wall Street Journal Eurolgareh 19, 2009.
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Chapter 2: The development of a simple and intuitie rating system under
Solvency II*

Elisabeth Van LaefeBart Baeseris

®Department Accounting & Finance, Vlerick Leuven @danagement School, Belgium
Department of Applied Economic Sciences at K.U.€euBelgium; School of Management,

University of Southampton, UK

Abstract

Regulatory authorities pay considerable attentiosetiting minimum capital levels for different ked

of financial institutions. Solvency Il, the Europe@ommission’s planned reform of the regulation of
insurance companies is well underway. One of itssequences will be a shift in focus to internally-
based models in determining the regulatory capiéalded to cover unexpected losses. This evolution
emphasises the importance of credit risk assessthemigh internal ratings. In light of this new
prudential regulation, this paper suggests a Baselmpliant approach to predicting credit ratirigs
non-rated corporations and evaluates its performanmpared to external ratings. The paper provides
an interesting modelling of non-financial Europeampanies rated by S&P. In developing the model,
broad applicability is set as an important boundawgdition. Even though the model developed is
fairly simple and maintains a high level of gramifig it gives high rates of accuracy and is very

interpretable.

*This chapter has been published in Insurance: bfatitics and Economics 46 (2010), 500 - 510. Thiecasitare grateful
for the valuable suggestions from participantshi@ €onference on International Risk Managementr¢hlme, 2008). Bart
Baesens further acknowledges the Flemish Reseancho@ for financial support (Odysseus Grant B.0995.
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2.1 Introduction

Over the past decade, the economic environmentbkaa characterised by high-profile business
scandals and failures, in which different compatakeholders were involved. As a result the concern
surrounding risk management and focus on it hacee&sed dramatically. Moreover, the current
credit crisis and recession call for enhanced miskhagement practices with more stringent laws and
regulations. This is especially true for financiaktitutions, whose insolvency might result in
substantial losses with huge spill-over effectslifterent parts of the economy. In order to promote
financial stability, regulatory authorities pay sitterable attention to setting minimum capital Isve
for the different kinds of financial institutiongraditional regulation developed standard control
mechanisms based on external ratings provided bgces such as Moody’s and Standard & Poor’s.
However the new economic and regulatory environnmaait for more sophisticated, internally
developed risk management systems, which empl@&yrial risk estimates to categorise exposures.
The default history of financial institutions showsat credit risk is the most important threat to
insolvency. Even though other risks are recogniedncial regulation mainly highlights the utiliof

credit risk assessments, particularly for estingatire probability of default.

In line with the Basel Il requirements for bankke tEuropean Commission has established the
Solvency Il Directive for insurance companies. @untly, the insurance industry is moving quickly to
become compliant with this framework by the thindager of 2012. The new directive, in parallel
with Basel IlI, is based on three reinforcing patacapital requirements, supervisory review and
reporting and disclosure. Under Solvency I, twita levels will be established: the minimum
capital requirement, a threshold at which compamiés no longer be permitted to trade, and a
solvency capital requirement, a going concern nsdasure, targeting a 99.5 per cent value-at-risk
(VAR), below which companies may need to discussegties with their regulator. The solvency
capital requirement includes four major risk catego credit risk, market risk, operational riskdan
underwriting risk and can be calculated by a stafidad approach, an internal model or a
combination of both (e.g. Eling et al., 2087)The initial focus of Solvency Il has been on the
standardised approach, a one-size-fits-all fornthad could be applied by all insurers irrespectife
portfolio, size, business niche etc. However, iasge companies will be stimulated to develop
adequate internal models that better fit their pssfile. An important safeguard in the internding
based approach is that such ratings can only b wsen approval by supervisory authorities. The
exact requirements for internal models are notlfinat are likely to be based on three tests. lyirst
the use test for which the insurance company vaNlehto show that the outcome of the models is used
by management in decision making. By aligning maniat) and supervisory objectives, potential

agency conflicts between both parties are reduBedondly, the calibration test, where the model

B The scope of this paper will be limited to the éredk confronting insurance companies (infra).
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must be calibrated using risk measures and calioréévels defined under Solvency Il. And finally,
the statistical test where it must be shown thamntiodel is based on relevant and quality-assured da
Hence the need for more sophisticated and adaptketools that enable an insurance company to
evaluate and improve risk management has neverrheesmcompelling. When the statistical power of
an internal rating system is poor, it will deteats the economic performance of the insurance
company due to adverse selection. Obviously, impgpthe statistical power of a rating system will
decrease potential adverse selection, and combitbdother standards can result in a reduction of
regulatory capital requirements. Besides regulatompliance and the reduction of adverse selection,
there are several other advantages for an insui@mpany in having a reliable internal credit rgtin
system. For instance, a reliable rating model cmilifate an accurate, fair and objective pricing
policy; it will offer an objective basis to sell the re-insurers and due to the more objectivangiit
might even reduce the need for reinsurance (Tadtet Tiller, 1995). Jankowitsch et al. (2007) show
that when financial institutions improve their irtel rating system from low accuracy to medium
accuracy, the annual return of their portfolio banincreased by 30-40 basis points.

In order to be Solvency Il compliant, the interpalleveloped models should be transparent, robust
and efficient, creating one of the biggest chalengsurance companies are currently faced with
(Carey and Hrycay, 2001; Chorafas, 2004; Grunedl.e005), especially because these companies
often lack sufficient internal data and modellingperience. A big challenge in setting up an interna
model is the inference of the probability of defg#D). In order to estimate the PD that is linked to
an internal rating grade, appropriate techniquestie used. One method of arriving at a transparent
result is to associate an internal rating with atemal rating and then attribute the external diefa
rate to that internal grade. This mapping must &setl on an extensive comparison between internal
and external rating criteria. When doing so, itigcial for financial institutions to understanceth
external rating process (Brunner et al., 2000; @Geunet al., 2005) and when possible, to align the
internal and external rating process and architediarey et al., 2001).

Both practitioners and academics have undertalerbstantial body of research on Basel Il and more
in general on risk management within financial itosibns (e.g. Van Gestel et al., 2009).
Notwithstanding the fact that insurance companiesvary important players in financial markets,
who are involved in many credit risk exposures aa@ consequence are also prone to high levels of
uncertainty and solvency issues, literature ontoipéc is scarce (Florez-Lopez, 200Furthermore,

the existing rating literature is clearly focused lmanks rather than insurance companies (e.g. Gaver
and Pottier, 2005; Van Gestel et al., 2005; We885). Banks and insurance companies differ
structurally, limiting the extent of convergencedazomparison for the two financial intermediaries
(Florez-Lopez, 2007). Beltratti and Giuseppe (200&ye investigated the drivers of this divergence

and have found that the most important factorstheeliability structure, scale of operations and
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demographics, which are all linked to the undedy@ristomer portfolio. Besides the factors linked to
the underlying customer portfolio, other factorstsasthe fact that insurance companies often have

less diversified shareholdéfsnight also create biases (Berger et al., 1992).

In the light of Solvency Il, whose key objective frapital requirements is to better reflect the trisk

of an insurance company, this paper seeks to dewekimple and intuitive credit rating model with a
high degree of accuracy and reliability for the &ean corporate exposures of an insurance company.
A substantial body of research has already beerertaicen in this field. However, this paper
contributes to the existing literature in severalya: Our first addition to the literature is thetfthat

we develop the model in an insurance setting taking account the regulatory Solvency Il
boundaries. Secondly, in developing our model, wdress potential biases and instabilities the
mapping exercise might entail. Furthermore, we $oon European corporations whereas existing
literature is mainly focused on US or UK corporaeposures. The credit risk rating literature
concerning European corporate exposures is ratimiied. However, existing differences between
these markets might undermine the extrapolatioreriial to a European environmé&htFinally,
compared to other studies, we are able to obtaip kgh accuracy with a simple and economic

intuitive model.

The paper continues as follows. The next sectiortaies a discussion of related literature covering
the most appropriate methodologies for modellirgpivency risk and credit risk ratings. Next, we set
out the data, empirical strategy and model estonati Finally, we present the results, including

diagnostic tests of model performance.

" The shareholders of insurance companies are oltsely held stock companies or mutual funds wha te
hold higher than optimal proportions of their whal the insurer (Mayers and Smith, 1990).
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2.2 Literature review

The literature review gives an overview of the B8R rating literature with a focus on credit risk

modelling methodologies and risk rating determisant

2.2.1 Credit ratings

Solvency Il is providing considerable impetus tad@pean insurance companies to develop adequate
internal rating models. The estimation of the philitg of default is a crucial component for the
development of such a model. Setting this PD cabdsed on internal default experience or on an
external mapping procedure. The first refers toubke of historical data about the institution’s own
clients and requires an extensive dataset which mstitutions currently lack. The latter refersthe
mapping of the internal grades to an external sclle. This mapping procedure is based on a
comparison of the determinants of internal ratwgh the criteria used by external rating agenckes.
big advantage of this methodology is its simplic@tyd also the fact that the financial instituti@nc
benefit from the experience and knowledge of thereal rating agency. Furthermore, agency grades
are familiar to most market participants and ergplriresearch has revealed quite a number of
similarities between internal rating models andeexl ratings (e.g. Crouhy et al., 2001; Grunert et
al., 2005). However, even though there might beessimilarities, internal ratings that are being
developed will always differ from each other anohfrexternal ratings (English et al., 1998; Krahnen
and Weber, 2001; Treacy and Carey, 1998). Diffexeincrating philosophy and incompatibilities
between internal and external rating criteria migigate biases and instability (cf. infra) durihgst
mapping exercis€. In a paper investigating the parameterisationretlit risk models, Carey et al.
(2001) conclude that ,as internal rating and thenag rating system have different architectures, it
highly unlikely that human judgment can result instable and reliable mapping quantification.
Furthermore, Carey et al. (2001) show that stabbntification can only be obtained when very long
panels of data are being used. In order to circingetential biases and instability and in order to
fully exploit the expertise of rating agencies, wél develop a credit rating model that mimics

external ratings and as such combines credit sgariicl mapping in one exercise.

The use of external ratings in building an intemaging model is especially relevant when littleadis
available. Under Basel IlI, these alternative exdkbdata sources are recommended for use in risk
guantification and validation. Taking into accotim fact that most insurance companies have limited
internal data and modelling experience, the mappnogedure looks like the best short-term solution
for building an internal model and for estimatin@s? Moreover, also under Solvency Il, external

29 Another important drawback is the fact that theme only a few qualified external rating compargiésrez-
Lopez, 2007).
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ratings will continue to play an important rolebeit for assisting supervision. As such it is hyghl
relevant both for supervisors and insurance congsati understand rating agencies' methodologies

and determinants.

External ratings are based on publically availahiermation such as the balance sheet and P&L, but
also on non-public information such as interviewghvthe company’s management. Standard &
Poor’s, for instance, publishes 10 financial ratiwat are key in their analysis, but at the samme ti
states that “subjectivity is at the heart of eveting” (S&P, 2002). So these ratings are not fully
transparent and by consequence not that easyniamdial institutions to use. A considerable amount
of research has already been done to understarrdtthg determinants of industrial corporations and
bonds (e.g. Altman, 1989; Amato et al., 2004; Blwhal., 1998; Crouhy et al., 2001; Ohlson, 1980).
Several models have already been used to expldireg rdeterminants using different statistical
techniques and including different types of explanavariables. The credit ratings of the insurance
company itself have also been investigated. A nurabempirical studies have compared models that
predict an insurer’s insolvency based on finandah. For example Trieshmann and Pinches (1973)
used multiple discriminant analysis, Berger et(8892) used linear regression, Altman et al. (1994)
and Brockett et al. (2006) compared the use of alenetworks to the more traditional statistical

methods such as Multiple Discriminant Mod&l$ogit and probit etc.

The literature on external ratings can be divided different strands. An important category reddte

the determinants of ratings. One series of papetisis category investigates whether ratings measur
what they are supposed to measure (Ang and P&, Hickman, 1958; Kao et al., 1990) and finds
that ratings do have an informational content. 8dkg there are papers investigating whether rating
convey information that is not reflected in bonétes, in which mixed results have been obtained up
till now (Hand et al., 1992; Katz, 1974). Thirdthere are various papers investigating the infoiomat
that is reflected in ratings. These papers caniided! based on the methodology that is used and on

the independent variables that are investigated.

Over the past decades and under continuously amgrfgrces, academics have tried to find the
ultimate credit risk measures and models a result different scoring procedures have been
developed. First there were univariate models ¢batpared a number of financial ratios for a paired
sample of failing and non-failing companies (e.gaier, 1966). In response to this, simple intuitive
point systems called risk index models were deetlofe.g. Tamari, 1966). At about the same time,
multivariate models evolved. These are modelsdbatbine and weigh financial ratios and result in a
score or a default probability. These multivariatedels can be split into different models such as

30 Multiple Discriminant Models will be referred ts MDA models.
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linear probability models, (ordered) logit mode{sydered) probit models, discriminant analysis
models etc. (see Altman et al., 1998). Horrigar6@)%nd West (1970) were the first to assign oifdina
numbers to ratings and to regress them on accagirglated and other variables. For years
afterwards, the dominant methodology was the maltgiscriminant analysis (e.g. Altman et al.,
1977; Pinches and Mingo, 1973, 1975) where compaare classified as failing or non-failing
according to several financial characteristics. SEheharacteristics are combined into one single
multivariate discriminant score by means of a lmgiacriminant function or a quadratic discriminant
function. In a next step this score is compared twt-off point. The most well-known example of a
linear multiple discriminant model is Altman’s Z-ohel (1968). Later, he extended this approach to a
quadratic multiple discriminant model called AltnmZeta-model (Altman et al., 1977). For a long
time multivariate accounting based credit scorirggleis have proven to outperform a lot of the other
models (e.g. Scott, 1981; Trieshman, 1973). Howether fact that these models are often based on
book values and the knowledge that in reality défapatterns are non-linear and often lack a
theoretical basis, gave rise to new models sudbgds probit and ordered probit models (e.g. Kapla
and Urwitz, 1979). Unlike the MDA models they ai restricted by strict assumptions regarding the
distribution of the independent variables. Anotadvantage is that these models allow for qualiativ
variables such as country risk or industry riskl(Ban and Ooghe, 2004). Barniv et al. (1990, 1992)
show that logit and probit models outperform MDAnmost cases. Another type of models are those
known as 'risk of ruin' models (e.g. Santomero ¥ivso, 1977; Wilcox, 1973), which are quite
similar to the option pricing models of Black anch8les (1973) and Merton (1974). In these models,
default estimates are derived from the expectedemewnts of stock prices over a specific period of
time. Besides the more classical statistical methadademics have also explored alternative ways to
address failure prediction like machine learningyival analysis and neural networks (e.g. Beynion e
al., 2005, Chaveesuk R. et al., 1999; Daubie gP@D2, Fantazzini and Figini, 2009; Florez-Lopez,
2007; Frydman et al., 1985; Lane et al., 1986; Yengl., 1999). In some circumstances these expert
system methods can outperform MDA and logit analy@oats and Fant, 1993; Brockett et al., 2006).
However, notwithstanding the fact that for instaneeral networks are able to discriminate patterns
that are not necessarily linearly separable, tkendrge number of parameters that are involveal in

neural model may cause generalization problemsyaic these models true black-boxes.

Starting from the input data of credit risk modedgisting literature can mainly be divided into two
important strands: on the one hand default premficthodels using historical accounting data (e.g.
Altman, 1968; Ohlson, 1980) and on the other haondets relying on securities market information
(e.g. the Merton Model, 1974). Even though recesdearch suggests that market data models
outperform accounting data models (e.g. Shumwayl2Millegeist et al.,, 2004), there is no
consensus on this matter. Furthermore, throughowbde, private firms make up the majority of

firms. In Belgium for instance, anno 2008, aboud 4B companies were registered and only about
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200 were quoted on a stock market, limiting datailakility. However, the existing research is mginl
based on US (e.g. Zavgren, 1985) and UK data Pegl. et al., 1986, 1988) with a clear focus ondarg
and quoted firms. Only few studies have focussedroaller, unlisted firms (e.g. Hill and Wilson,
2007).

Looking at the variables that have been investijate first set of explanatory variables is more
guantitative by nature and includes variables saghprofitability, liquidity, interest coverage etc.
(Altman and Narayanan, 1997; Altman et al., 200d1af0 et al., 2004; Blume et al., 1998; Estrella et
al., 1999; Tabakis et al., 2002). Early studieg.(klorrigan, 1966; Pinches et al., 1975; Pogud.gt a
1969) already found that financial data are a kegui for corporate bond ratings. Later more
qualitative variables were also added to the aimlgge, type of business, industry (e.g. Altmaal et
2008; Bunn and Redwood, 2003; Chava et al., 2024t &d Platt, 1991) along with the inclusion of

macro-economic indicators (Hol, 2006; Wilson et 2009).

2.3 Research design and methodology

In this paper, we develop an internal credit ratimgdel for corporate exposures in the portfoli@of
insurance company. Taking into account the limiath and modelling experience of most insurance
companies combined with the fact that externahgatihave proven to be a reasonably good indicator
of corporate credit quality (e.g. Carey et al., BORao and Wu, 1990; etc), we suggest exploitirg th
expertise of external rating agencies by mimickimgjr ratings. As was mentioned before, it is often
argued that internal rating systems differ a lotrfrthe systems used by external agencies anddlzat a
result the mapping becomes unstable. By combirtiegctedit scoring and mapping in one exercise,

we address some of the potential biases and iligtabsues that might arise.

By means of an ordinal logistic regression we egitimate the determinants of the external ratilms.

a next step these variables will serve as an ifgguhe internal rating model. Afterwards we estiena
how well they fit both in and out of sample. In d®ping our model, broad applicability is set as an
important boundary condition. Over the past yeaany models tried to increase prediction accuracy
by incorporating information that is only availalfler a small set of often quoted counterparties.
Taking into account the fact that credit risk pntigs of public and private firms differ (Altman &k,
2000) and the fact that European corporationsyauiedlly small and medium sized enterprises, it is

important to develop a model that is widely apgiiea

Our approach is depicted in Figure 2.1.

Insert Figure 2.1 here
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2.3.1 Data collection

We have developed a model for the corporate pastédlan insurance company. As we want to focus
on European credit rating determinants, we havesain@ Belgian insurance company with mainly
European corporates as its customers. Insurancpaoes are typically confronted with underwriting

risk, market risk, operational risk and credit rislowever, as the focus of this paper is on credk, ri

we have chosen an insurance company that througba@dtivities is mainly exposed to credit risk.

In a first step we have collected the externahgaiof the European corporations that are repredent
in the portfolio of the insurer. The insurance camp has a large corporate customer base, but few
customers get an external rating. We have decidetimit our sample to the customers of the
insurance company that receive an external ratiaghey are most representative for the full custom
base. At first we collected both S&P and Moody'sings. However, as we obtained fewer
observations using Moody'’s ratings and as mosteradresearch we refer to is also based on S&P
ratings we continued with the S&P data. This evaiiyuesulted in a dataset of 350 rated European

corporate entities.

A rating maps the expected probability of defantbia discrete number of rating classes (Krahnen et
al., 2001). The rating classes of S&P, which ax@igion a scale from AAA to D, were transformed
into a numerical scale from AAA = 1, AA+ = 2 etaitil CCC-D=17". The observations with a rating
ranging from CCC to D were rather limited and ashswere combined in one single numerical code.
Previous papers mostly combine the original S&fhgatlasses in new rating grades, reducing the
granularity of ratings (e.g. Florez-Lopez, 2007)efs we feel a lot of information gets lost inghi
process, we have kept the same number of ratisgedaas S&P. So our dependent variable considers

17 rating grades, including + and — modifiers

The independent variables are based on both acadesgarch (e.g. Fernandes, 2005; Ooghe et al.,

2005; Stickney et al., 2006 etc.) and industry eepee.

For the financial and annual account data of th@ Rentified corporates, we make use of the
Amadeus dataset. If available, the financial infation was collected for the most recent financial
statement numbers and the two preceding yearsmbst companies we had the data of 2005, 2004
and 2003. External rating agencies follow a thretighcycle rating philosophy implying that the

ratings give an indication of the borrower’s creditthiness, based on a full business or economic

cycle. The difference in architecture that is inetliby the fact that we only use 3 years of datainig

31 A bond with an S&P rating of BBB or above is aneatment grade bond, one with a BB or below is aineestment
grade bond or junk bond, a bond with a D ratinig idefault.
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affect the model performance and procyclicalitytloé internal ratings. Procyclicality refers to the
incorporation of a cycle effect into credit risk dabs, implying that there is a positive correlation
between the rating and the overall state of then@ty. Furthermore, it might be expected that our
quantification exercise will be influenced by thistbrical period used in estimating our scoring
model. The European economic environment in thabgaevas characterized by a growth in GDP of
1.9%, 2.5% and 1.3% respectively (Eurostat, 2068)wever, the fact that we have only used
relatively recent data has the advantage thatréditaisk regime is constant and is representdtive

the estimated ratings. Carey et al. (2001) show rbgime shifts, which are circumvented by our
sample and are omnipresent in larger samples, nughse significant problems in mapping and

scoring procedures.

Using the financial information, we have calculagratios. Previous studies have employed a wide
range of independent variables, but 4 indicatordirancial health are persistently used. These 4
indicators are related to financial leverage, openal cash flow, the amount of liquid assets ard.s
The link between credit risk and the first thremeinsions is straightforward. The higher the leverag
the lower the liquid asset base and the lower terational cash flow, ceteris paribus, the more a
company is prone to default risk. The rationalehwéspect to the final parameter, size, is thaelar
firms tend to be older and as such are expectbd tnore stable, which results in a lower risk peofi
Furthermore, larger firms also have access to adaorange of financing alternatives compared to
smaller firms. Blume et al. (1998) were the firstshow that accounting ratios are more informative

for larger companies, which makes it very relexsartontrol for the impact of size in our model.

In our model these four dimensions are extendet wiiber variables linked to profitability, added
value etc. Based on the findings of Cantor and &a¢k996) we also include country risk as a
variable. The country risk was based on the Stah&8dPoor’s rating of the country where a company
is located. Finally, we also included an industayiable. The industry classification was basedhan t

GICS code (Global Industry Classification Standaiid)e GICS methodology developed by S&P is
widely accepted as an industry analysis frameworkcfedit risk research (MSCI and Standard &
Poor’s, 2002). Ten different industries are idéedifwith the GICS classification: Energy, Materjals
Industrials, Consumer Discretionary, Consumer $tplHealthcare, Financials, Information
Technology, Telecommunication Services, and Witin appendix 2.1 you can find an overview of

the different independent variables that were ighetlin our model.

In the next step we started pre-processing our. tisimg a k-means and hierarchical cluster analysis

we investigated whether some grouping or elimimatib certain industries could further enhance the

results (see appendix 2.2)his analysis is inspired by a report of Moody'§@8) that reveals big

differences between industry ratios and conclutlas more intrinsically risky industries are reqdire
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to achieve better credit ratios to obtain a giveing. The goal of our cluster analysis was to edel
those industries with the most dissimilar financigios for a given rating class and resulted & th
exclusion of the Oil and Gas industry (see alsozMetd Cantor, 2006). Financial institutions such as
banks and financial service providers were alsmiakted from the sample. Because of the nature of
business, the credit risk implications of any dedarounting ratios is quite different for finariczéand
non-financial firms. These companies have entidifierent balance sheets and P&L’s compared to
corporations in other sectors. Including them ie tegression analysis would therefore severely

distort the results.

Companies were also eliminated when at least oimd df the calculated variables were missing

and/or if the consolidated figures were not found Amadeus. Companies whose rating was
influenced by the government, a parent company ror @ther legally related entity were also

eliminated from the sample. This resulted in a dangb companies where the observed rating is a
direct function of the operating and financial hleaf the issuer.

Next, several ratios had missing values and ostligrich could disturb the regression output. These
issues were encountered using the methodology idedcin Van Gestel et al. (2006). To deal with
this, we started by replacing missing values oaaable with the median of all the companies in our
sample. The outlier issue was addressed takingaiotount the fact that most independent variables
were ratios and as such it could be expected higatlistributions of these variables have fat taith
large positive and negative values. In order togmethese outliers from having a negative impact o
the model performance, the most extreme points wekected and reduced to the-t®rders in a
robust way. For the limits we chose m + 3xs, withermedian, s = IQR/ (2x0.6745) and IQR the
interquartile range of the variable (Van Gestellet2006).

The distributions of the different variables werelgsed. If the distribution of a variable deviated
considerably from a normal distribution, a logamib transformation (x- log (1 + x)) was used to
see whether this led to a significant improvemdnthe final result. This was only the case for the

sales variable.
2.3.2 The model

We have developed an internal credit rating modekstimating a logit and probit functioihe
dependent variable in our model is the external $&hg, which we will try to replicate with our
internal model. As the dependent variable in oudehas an ordinal variable, an ordinal regression
should be used (Allison, 1999). There are two mimk functions that can be used in an ordinal
regression to link the dependent variable withittteependent variable. Both these functions will be

tested in the regression: the logit function areglobit function which are based, respectivelythan
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logistic and normal density function. Logit and Ipitofunctions are very useful as their values are
restricted to the interval between 0 and 1 andiels may be interpreted as probabilities. As our ehod
will use financial ratios that are based on 3 yedrglata, looking at the input data, the developed
model has a more hybrid, between point-in-fifreed through-the-cycle, orientation.

The mathematical basis of the ordinal logistic esgion is the following equation, which gives the

cumulative probability of a rating i:

1 )
,1=1,...,.m
1+expto, + B + BoX, +...+ BX,)

P(y<i) =

with explanatory variablesx,, X, ,...,X, the corresponding coefficient, 3,,....3, and 6> a

parameter linked to a category or in this casetiaga The latent variable z gives a score for each
company based on the independent variables arwb#ificients (Van Gestel et al., 2006).

z2=-B% — B, X%,...— B, X,

The score of a company can be used to determirgctite of a company per category.
z, =6 - BX = BrXy.m B X,

P(y<i
or: z, =log L
1-P(y<i)
The score of a company per category can be usedl¢alate the cumulative probability of a certain
category and the probability of a category.
1
1+e™™

P(y=1)=P(y<i)-P(y<i-J

P(y<i)=

In performing a regression, statistical softwareldosuch as SPSS, STATA etc. will estimate the

parameter®; 0y, andp; P, using a maximum likelihood procedure that minirsizlee negative log

likelihood (NLL) (Van Gestel et al., 2006):

-3 log(P(y =)

32 A point-in-time (PIT) rating gives an indicatiofithhe borrower’s current condition and/or most like
condition over a short chosen time horizon, typycahe year.

% AsP(y<m) = 1, the parametefl  is equal too.
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Using probit as a link function could be a possibtgprovement to the model. Several default
prediction models also incorporated probit as & lionction (Moody’'s, 2000). The estimation
procedure in general remains the same when usprglat link function. The probit function is the
inverse cumulative distribution function of the retard normal distribution, which is a normal
distribution with a mean of 0 and a standard dewiaof 1.

Our goal is to build a simple, widely understood &asy-to-interpret model, with high accuracy and
that is applicable to a large proportion of thedpaan exposures that confront insurance companies.
Quite a lot of models are built with informationathis only available for a limited number of

counterparties, so broad applicability is very impot.

In order to arrive at the best model, we have appihree methods to select the significant vargable
(Garson, 2006). The first is backward regressiorer@hyou start by incorporating all the possible
explanatory variables into the regression. Thenehst significant variable, the one with the higthe
p-value, is eliminated. This procedure is iteratedl no variable meets the removal criterion, whic
in our case is a p-value higher than 0.05. Thersbcforward regression, implies that you start by
incorporating one independent variable at a tintes Ts iterated until no more significant variables
can be added to the model. The final method, sspwegression, combines the previous methods.
Variables that have been added in a prior phasdeaemoved later if they prove to be insignificant

This method normally gives the best results.

Furthermore, we also checked whether the coefti@éthe variables had the right sign, implyingttha
the sign corresponds to the expected sign frormiitive economic point of view. Wrong signs can
be due to bad data quality, spurious correlatiolintited data. If a coefficient had a wrong signe t

variable was eliminated.

To guard against overfitting of data, we randomilyiceed our sample into two main sub-samples: the
estimation sample and the hold-out sample. Theaimpée was used to estimate our model; more
specifically we used these observations to see wdwddbles had a significant impact on the S&P
rating and to estimate the corresponding coefftsiehhe model validation was done on the hold-out
sample. For the observations in the hold-out sammeestimated the rating based on our internal
model and compared the estimated rating to the@redi S&P rating. In the final regression the in-
sample size was set at 70% of the total sampleIsizeder to build a performing model and to assur

the model validation occurs correctly, it is img@t that the distribution of the ratings acrosshhint

and out-of-sample is the same.
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When building a model we should take into accobetéxistence of different kinds of bias that will
impact performance (Carey et al., 2001). As wasitedi out earlier, we reduce potential bias and
instability issues that might occur during the magpprocedure by combining the scoring and
mapping in one exercise. In this way we try to addrwhat is known as the ‘informativeness bias',
which is induced by the fact that S&P ratings aaeda on more information than the information that
will be taken into account in an internal model.wéwer, as we will never be able to perfectly
replicate the S&P model, some bias will remainXiste Another bias is the noisy-rating-assignment
bias which is a kind of selection bias and resiiiten the bucketing process intrinsic to rating
assignments (Carey et al, 2001). We tackle thisisyy keeping the initial S&P granularity, resudtin
in seventeen separate rating classes.

Both the informativeness bias and the noisy-ratisgignment bias are larger for grades that are
further away from the average rating of the poidfoHence the largest deviation between predicted
and actual ratings is expected for the lowest agladst grades. This is reinforced by what is knasn

the integer-problem, which occurs due to the hygsiththat each category is weighted by size. This
statistical hypothesis maximises the final accuratyhe logit and probit model, but generates the
integer-problem. Carey et al. (2001) show that lHrgest deviation between predicted and actual
ratings can be expected for the grades with fenlesérvations. In our portfolio the highest exposure
concentration appears in rating grades 8 and Qrenkbwest and highest rating grades have the tewes
observations. As such the potential biases dueftorativeness or noise might be intensified by the

integer-problem. This issue will also be addressgledn discussing the results.

2.4 Results

Of primary interest is the ability of the modeldstimate ratings that are reasonably accurate £opie
the external ratings both in- and out-of-sample. &t by discussing the in-sample performance of
the model (see table 2.1). Both under the logit pnadit model, six variables appear to be significa

at 5% level*: Total liabilities/total assets (¥) EBITDA/sales (-), Return on assets (-), Sales (-)
Country risk (+) and Industry classification (+)sAvas discussed earlier, previous studies have
incorporated a wide range of variables as defadtliptors. The major strands of intuition that run
through most of these studies are also reflecteduinfindings. Highly leveraged counterparts are
more vulnerable to default because relatively modestuations in value can cause insolvency.

Moreover, companies having low EBITDA to salesasiia low return on assets, a poor recent cash

34 We will only report the results for the logit mddas the probit model obtained essentially theesegsults.
% A positive sign implies that a higher financialioaresults in a higher model output, thus worsimgeand a
negative sign implies that a higher financial ragsults in a lower model output, thus better gatin
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flow and/or returns are more vulnerable becauseiegs are autocorrelated. On the other hand large
firms are less likely to default as they have mdiersified resources and an easier access toatapit

markets. Also Country risk and Industry classifimatare significant variables in our model.

Insert Table 2.1 here

The estimated coefficients all have the corredtreged and economic significant sign. In logit and
probit models, there is no natural magnitude far lihking variable, so we should be careful when
interpreting the economic significance of the cédhts as such. However, what can be deducted
from table 2.2 is that the likelihood ratio tesjerts the hypothesis that all parameter coeffisient
are 0.

Insert Table 2.2 here

The Pseudo R2-statistics show that a rather laageop the variation is explained by the model.

Insert Table 2.3 here

Even though these performance measures are rdbstac, they already indicate that the model
performs well in-sample. However, in order to tdst out-of-sample performance, other tests are
required. In this paper the out-of-sample perforoeais first measured by notch difference graphs. A
notch difference graph is a histogram showing cuaie accuracy for increasing notch differences
between the S&P rating and the rating estimatethbymodel. The notch difference graphs depicted
in figure 2.2 and 2.3 indicate that our model perf® well both in-sample and out-of-sample. By

several measures the model has been shown to fmutpeaalternative models. Out-of-sample, almost

88 % of companies are classified correctly up to twtches of the real S&P rating.

Insert Figure 2.2 here

The cumulative percentage notch difference talablét2.4) confirms the above. More than 85% of
the companies are classified correctly up to twtches, implying that the bias in the estimates is
rather limited. Further, Figure 2.3 confirms thar alata are not being overfitted. Overfitting occur

when the modelling technique starts to fit the easd/or idiosyncrasies in the training data. This

typically leads to the out-of-sample performancengpea lot more inferior than the in-sample
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performance. As Figure 2.3 illustrates, both ind ant-of-sample performance are very much in line,

clearly demonstrating that overfitting is not asuis.

Insert Table 2.4 here

Insert Figure 2.3 here

The out-of-sample performance is also calculatédguthe correlation measures, Spearman’s®rho
and Kendall’s tati. Both statistics confirm our model performs wedttbin- and out-of-sample. The

Kendall's tau correlations are situated at abou?%78nd are significant. The Spearman’s rho
correlations are situated at about 82% and alseap be significant. The correlation measures als

confirm that both the models perform in a quiteikimvay.

Insert Table 2.5 here

Insert Table 2.6 here

Based on the above results, we see that this simptkel, only taking into account six very intuitive
variables, performs very well both in- and out-afrple. It is difficult to compare our findings with
existing literature as most papers use a ratingesysvith lower granularity by combining some of the
original rating classes. So, even with a highengiaity and more rating classes, we still outperfo

most models. Therefore, our internal grades arg well quantified by our scoring model, which

could imply that in our case the aforementioneddseare empirically irrelevant.

As mentioned before, this informativeness biasatemtially reinforced by the integer problem. We
have investigated this issue in two ways. First weve calculated the average absolute mean

difference per rating grade. Figure 2.4 confirmat tthe lowest deviations appear in the mid rating

N
OWE

——=——— where N is the sample
N(N® -1

% The formula used to calculate the Spearman’s dedficient isr, =1—

size anddi is the difference between the actual rating aedotiedicted rating.

37 If there are N companies in a sample, then N(I-f}irs can be formed and Kendall's tau measures ho
many of these pairs are concordant (in same dirgcéind how many are discordant (in opposite doapt If
the number of concordant pairs (M8 higher than the number of discordant pairsgf=the correlation is

N.-N
positive. Kendall's tau is defined by: = ——~-——9— (Sheskin, 2000).
N(N-1)/2
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classes and the highest deviations appear in itkenigh fewer observations. Second we have spét t
rating classes in a group of mid classes (1) agibap of tail classes (0) and calculated the diffiee
between predicted and actual ratings for both gsoéys is shown in table 2.7, the deviations are
significantly lower for the mid classes as compaiethe tails. This presents evidence of the intege
problem. This is an important finding, especialkihg into account that the exposures with the

lowest number of observations are often the on#stive highest risk.

Insert Figure 2.4 here

Insert Table 2.7 here

2.5 Conclusion

Recently, the focus on risk management has inaledssmatically. Because the insolvency of any
financial intermediary might result in substant@dses with huge spill-over effects to differenttpa
of the economy, this is especially true for finahénstitutions. In order to promote financial Stiap
regulatory authorities pay a lot of attention téting minimum capital levels for different kinds of
financial institutions. In line with the Basel léquirements for the banking industry, the European
Commission has established the Solvency Il Directfer insurance companies. One of the
consequences of this planned reform will be a shifocus to internal-based models for determining
the minimum regulatory capital needed to cover peeted losses. In the light of Solvency I, whose
key objective for capital requirements is to beteftect the true risk of an insurance companys thi
paper seeks to develop a simple and intuitive trating model with a high degree of accuracy and
reliability for the European corporate exposuresanfinsurance company. Taking into account the
limited data and modelling experience of most iagge companies, combined with the fact that
external ratings have proven to be a reasonablg gabcator of corporate credit quality (e.g. Caety
al., 2001; Kao et al., 1990 etc), we suggest ekpbpithe expertise of external rating agencies by
mimicking their ratings. Ratings are influencedtbg data they are based on. Carey et al. (200} poi
out that parameterization of credit risk modelsigsiatings is risky, but that the risks are coitdiae

by careful analysis and management.

It is often argued that internal rating systemsedif lot from the systems used by external agsncie
and that, as a result, the mapping becomes uns&ypleombining credit scoring and mapping in one
exercise, we have addressed some of the poterasddand instability issues that might arise.

After thorough analysis, we found a logit modellimiing six variables: Sales (negative impact),
EBITDA/sales (negative impact), Return on asseegdtive impact), Total liabilities/total assets
(positive impact), Country risk (positive impactycalndustry classification (positive impact). The

major strands of intuition that run through mostpoévious academic literature are also confirmed in
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this paper. However, using several measures, tlieehpooves to outperform alternative models. Out-
of-sample, almost 88% of companies are classiftetectly up to two notches of the real S&P rating.
Besides its accuracy, the model proves easy tangé¢o apply. Quite a lot of models have been built
with information that is available for only a lired number of counterparties, requiring broad

applicability to be set as an important charadiere our model.
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Appendix

Appendix 2.1: Independent variables

Variable

Explanation

Financial variables

Profitability:

EBITDA/sales

a profitability measure descrilg the amount of EBITDA which i

generated per € of sales.

Net Return On Assets

a profitability measure dégsugi the ability to generate earnin

independent of the financing of the assets

0S

Net return on equity after tax

a profitability measure descing the return to sharehold

Asset turnove

a profitability and efficiency measure describihg trate at which th

total amount of assets turn over

Fixed assets turnover

a profitability and efficignmeasure describing the rate at wh

fixed assets turn over

Profit margin for RO/

a profitability measure describing the amount obfpr that is

generated per amount of sales

Liquidity:

Accounts receivable turnov

a liquidity and efficiency measure describing treter at whict

accounts receivable turn over

Stock turnover

a liquidity and efficiency measuresctibing the rate at whic

inventories turn over

Working capital/sale

a productivity ratio which is the inverse of worg

capital productivity (the lower, the better)

(Cash + Short term investments

financial debt)/current assets

- liquidity ratio describing the relative net ambuwi the most liquid

assets

Current ratic

a liquidity measure describing the amount of curessets relative t

current liabilities

Quick ratio a liquidity measure similar to the @ant ratio, but which eliminate|
the least liquid asset (inventories) from curresseds

Revenues/ca: a liquidity measure which can also be viewed aash ¢urnover rat

Solvency:

Self-financing leve

a solvency measure descng the past profitability of a compal

(accumulated profit and retained earnings/totadts3s

EBITDA/interest expense

a solvency measure desgrithie extent to which EBITDA cove

interest expense (an interest coverage ratio)

2}

Short term financial de level

a solvency ratio describing the relative amourgtadrt term financia

debt in the total amount of short term debt
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Cash flow after taxes / liabilities

a solvency oatiescribing the extent to which the cash flow ceve

the total amount of a company’s liabilities

Net Interest Bearing Debt/Net wo

a solvency measure describing the relative amoftifinancial debi

outstanding

General level of financial independen

ce a solvenmasure describing the amount of shareholder’styequi

relative to the sum of shareholder’s equity anbilies

Total liabilities/total asse

a solvency measure that is often referred to aditlaacial leverage

of a company

Added value::

Gross added value/personnel

a measure describing the added value generateshy@oyee

Size variables

Sale:

a variable that is linked to the size of a com;

3 year trend of sal

a measure describing the relative trend in sales twe last thre

years

Common equity

a variable that is linked to the sifea company and that is al$o

indirectly linked to the leverage of a company

Other variables

S&P sovereign credit rating

an indicator for coymtsk

Industry Classification

an indicator for the indystbased on the Global Industfy
Classification Standards
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Appendix 2.2: Output K-means clustering

Case Number VAR00001 Cluster Distance
1 Aerospace 2 1.533
2 Automotive 1 1.361
3 Chemical 3 1.398
4 Construction 1 1.615
5 Consumer Prod 3 2.214
6 Energy and Environment 2 1.507
7 Healthcare 1 2.429
8 Leisure 3 .848
9 Manufacturing 3 2.021
10 Media 3 .987
11 Metals and Mining 1 2.272
12 Natural Prod 3 1.098
13 Oil and Gas 4 0.000
14 Packaging 3 1.055
15 Pharmaceuticals 3 2.162
16 Retail and Distribution 2 .740
17 Services 3 1.405
18 Technology 1 1.584
19 Telecomm 2 1.424
20 Transport 3 2.054

Cluster membership

101



Tables

Estimates Std. Wald Df Sig 95% ClI Interval
error
Lower Upper
Bound Bound
Treshold per rating
1 -21.562 2.15 100.6 1 0 -25.78 -17.35
2 -21.094 2.109 100.08 1 0 -25.23 -16.96
3 -20.736 2.086 98.829 1 0 -24.82 -16.65
4 -20.021 2.053 95.11 1 0 -24.05 -16.00
5 -18.857 2.011 87.932 1 0 -22.80 -14.92
6 -17.886 1.978 81.771 1 0 -21.76 -14.01
7 -16.691 1.94 73.991 1 0 -20.50 -12.89
8 -15.267 1.902 64.451 1 0 -18.99 -11.54
9 -14.097 1.867 56.995 1 0 -17.76 -10.44
10 -13.286 1.839 52.191 1 0 -16.89 -0.68
11 -12.695 1.816 48.854 1 0 -16.26 -0.14
12 -12.077 1.791 45.46 1 0 -15.59 -8.57
13 -10.846 1.741 38.794 1 0 -14.26 -7.43
14 -90.725 1.712 32.282 1 0 -13.08 -6.37
15 -8.245 1.705 23.375 1 0 -11.59 -4.90
16 -6.585 1.775 13.757 1 0 -10.07 -3.11
Location
Sales -2.695 0.265 103.26 1 0 -3.22 -2.18
Ebitda/sales -6.477 1.268 26.113 1 0 -8.96 -3.99
ROA -0.15 0.027 31.473 1 0 -0.20 -0.10
Liab/TA 3.278 0.825 15.769 1 0 1.66 4.90
Country risk 1 0.00
0.228 0.071 10.341 1 1 0.09 0.37
Industry 2 3.244 0.533 37.057 1 0 2.20 4.29
Industry 3 2.344 0.583 16.154 1 0 1.20 3.49
Industry 4 3.338 0.553 36.371 1 0 2.25 4.42
Industry 5 2.384 0.611 15.241 1 0 1.19 3.58
Industry 6 0.00
3.397 1.064 10.193 1 1 1.31 5.48
Industry 7 0 0
Industry 8 5.093 0.886 33.036 1 0 3.36 6.83
Industry 9 3.646 0.644 32.019 1 2.38 491
Industry 10 0 0

Table 2.1: Parameter estimates logit
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Logit

Intercept only Final
-2 log Likelihood 953.783 718.464
Chi-square 235.319
12
Df
P-value < 0.001

Table 2.2: Likelihood ratio test for logit model

PseudoR? Logit
Cox and Snel 0.71

Nagelkerke 0.715
McFadden 0.247

Table 2.3: Pseudo R2-statistics for logit model

Logit

0 notches 25.30%
1 notch 63.86%
2 notches 87.95%
3 notches 93.98%
4 notches 97.59%
5 notche 10C.00%
6 notches 100.00%
7 notches 100.00%

Table 2.4: Out-of-sample cumulative % notch diffierstable for logit model
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Logit

Kendall's Tau Correlation 0.710
P-value <0.001

Spearman’s Rho Correlation 0.828
P-value <0.001

Table 2.5: In-sample correlation measures for logit

Logit
Kendall's Tau Correlation 0.689
P-value 0.000
Spearman’s Rho Correlation 0.821
P-value 0.000

Table 2.6: Out-of-sample correlation measures ooyt

Classif absdiff diff
Tails Mean 2.11 0.16
N 37 37
Std. Deviatiol | 1.52 2.62
Midclass | Mean 1.40 -0.16
N 45 45
Std. Deviation| 1.34 1.94
Total Mean 1.72 -0.01
N 82 82
Std. Deviation| 1.46 2.26

Table 2.7: The mean absolute difference betweepreticted and actual rating per rating group
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Figures

Data collection

a) Ratings
b) Financial information \

Feedback loop: Too many companies
eliminated=sample too small

Data preprocessing

a) Calculating variables

b) Eliminating companies

c) Missing values and outliers
d) Transformation of variables

Feedback loop: Optimize model by
a) transforming other variables |«
b) Different outlier handling

(" Model building )
a) Logit and Probit
b) Backward, forward and
\_Stepwise regression )

Feedback loop: Optimize model by
a) Changing link function
b) Different regression

(Model testing ) /
performance measures

a) IN-sample
\_b) OUT-of-sample J

Figure 2.1: The modelling approach
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Figure 2.2: Out-of-sample notch difference graphlégit model
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cumulative % notch difference
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Figure 2.3: Cumulative % notch difference graph lfagit model

Mean

1 2 3 4 5 6 7 8 9 10 11 12 13
S&P Rating

14 15

16 17

Figure 2.4: The absolute mean difference betweemthadicted and actual rating per rating class
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“Sovereign risk has supplanted regulatory risk las primary focus of bank bondholders. Steep
downgrades of the sovereign-debt ratings of coasatsuch as Portugal, Greece and Ireland would

probably translate into immediate rating cuts fbeir banks”. The Economist — February 11, 2010.
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Chapter 3: Analyzing bank ratings: key determinantsand procyclicality*

Elisabeth Van LaefeBart Baeserls

®Department Accounting & Finance, Vlerick Leuven @é@anagement School, Belgium
®Department of Applied Economic Sciences at K.U.e€epBelgium; School of Management,

University of Southampton, UK

Abstract

This paper presents a joint examination of howeddt factors influence the assignment of S&P and
Moody’s long term bank ratings using a unique degcovering different regions, bank sizes, and
bank types. In doing so, we include new bank anthtty specific variables. Furthermore, we include

measures of the business cycle in our analysigterchine whether long term bank ratings tend to be
related to the cycle after conditioning on a sevafiables. Using annual data on US and European
banks rated by S&P and/or Moody'’s, we find thatlthek ratings of both agencies exhibit a different

sensitivity to the business cycle. Finally, we valleck our findings on a sample of banks that are

rated by both rating agencies while controllingotential sample selection bias.

* This paper benefited from numerous comments agdestions received at the EURO conference on @peah Research
EURO XXIV (Lisbon, 2010).
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3.1 Introduction

Due to increasing deregulation and globalizatiamfithe eighties onwards, the banking system has
become more vulnerable and banking crises haveeased, causing and exacerbating economic
downturns (Demirguc-Kunt et al., 2008). This vubdality and the negative impact on financial
stability were felt in the latest financial crisiés a result many authorities are currently upgrgdi
banking regulation and supervision in order to prevfuture crises (e.g. De Larosiére report, 2009).
One of the challenges in this process is inducethbyact that risks taken in the process of fifgnc
intermediation are hard to observe and assessdutside the bank. In the absence of tight regutatio
this opaqueness exposes banks to runs and sysiskiitn order to reduce this lack of transparency,
credit rating agencies (CRAS) such as S&P, Fitoth Blowody’s provide information that can help

various stakeholders to evaluate the credit risksafes and issuers.

For many observers of financial markets, crediingst appear to play an essential role as an
independent and objective measure of credit qualitgignificant proportion of debt issuers believe
that having an external rating is indispensiblednrissuer to attract investors in internationalite
markets (Poon et al., 2005). Over the past decatlegs have gained further importance due to Basel
I, the development of advanced credit risk modeisir use in structured finance etc. (Altman et al
2002; Carey et al., 2001; Saunders, 2002; Van Gestal., 2005, 2009). As such, a careful
understanding of the determinants of ratings arcctimparability of different rating agencies’ rgsn

and methodologies is becoming ever more imporeagt Baker and Mansi, 2002).

Moreover, in recent years negative publicity (&/gk et al., 2009) has drawn attention to CRAs
whose expertise and independence are both undeka8ince the 2008 crisis the credibility of ctedi
ratings as indicators of credit risk has diminisheadling into question the merit of using thesknigs

in future analysis. However, it should be noted tha latest stricture on rating agencies has mainl
focused on ratings of structured products (see BproiKunt and Detragiache, 2010). Nonetheless, in
the past the role of CRAs has frequently also bgeestioned (e.g. Altman and Saunders, 2001;
Altman et al. 2002). One important argument agagngtrnal ratings is the fact that there is no ieipl
guarantee that external rating agencies can asss#isrisk better than banks themselves. Altmath an
Saunders (2001) argue for instance that agenaygsainformation could be misleading since their
analysis is backward rather than forward lookinige Tow transparency in the rating assignments also
contributes to this critique. At the same time tisers of ratings are also to blame. Uncritically
adopting ratings is insufficient if they want to keeathe right decisions.

The fact that credit rating agencies do not finadh#&t easy to evaluate credit risk either seems

especially true in the case of banks. Morgan (2Gb@ws that Moody’s and S&P have more split
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ratings over financial intermediaries, suggestimat tbanks are more difficult to rate because off the
opaqueness. This additional lack of transparencinied to the bank’'s asset base and its high

leverage, which create agency problems and fuiticeease uncertainty over its assets.

So far the research linked to ratings of finangiatitutions is rather limited. We will fill thisap by
investigating the key determinants driving longmiefLT) bank ratings, using a unique dataset of
Moody’s and S&P covering the period from 2000 t@20The first step in understanding ratings is to
analyze the rating determinanss such, based on a literature review of bank gatiand insights
from corporate rating literature we will investigathe key factors driving long term bank ratings.
Furthermore, we will examine the importance of thentry environment on bank ratings. The need
for this cross-country analysis is induced by glizasion and the fact that financial institutionse a
expanding more than ever beyond their home couRtrgs (1998) and Demirguc-Kunt et al. (2008)
show that there is a link between credit ratingsh@none hand and accounting standards, supervision
and disclosure requirements on the other hand.gusilditional variables, we will investigate whether
these findings also hold for our LT bank rating pten

Credit rating agencies claim that ratings are thieeame of a through-the-cycle methodology which
makes them stable and insensitive to temporaryitcresk fluctuations. As such credit ratings
incorporate permanent credit risk components atidgagencies follow prudent migration policies
(Cantor and Mann, 2003a). However, even thoughobitiee main goals of CRAs is to provide ratings
that are insensitive to cyclical evolution, thegeevidence that in reality this is not the casg.(e.
Altman and Kao, 1992; Amato and Furfine, 2004; Gaand Mann, 2003b; Nickell et al. 2000). This
phenomenon, called ‘procyclical behaviour’ mightéa major impact on financial stability. As such

we will also investigate the impact and causewiforal effects on bank credit ratings.

As will be discussed in the literature review, poers papers in bank rating literature mainly rety o
the bank rating data of only one rating agencyjiaggthat the results will easily hold for the athas

well (e.g. Poon et al., 1999 based on Moody’s; P@@®3a based on S&P; Poon, 2003b based on
Fitch; Van Roy, 2006 based on Fitch). Furthermdespite the fact that some agencies systematically
assign higher ratings than otherarious bank stakeholders tend to implicitly asstina¢ the different
Nationally Recognized Statistical Rating Organiaasi (NRSROSY have equivalent rating scales. In
this paper we will assess the appropriateness®asumption for banks. In our sample, for example
Moody’s assigns lower - thus more favourable - beatings on average than S&P (see Tablé’3.1
and Table 3.2)As suggested by Morgan (2002), rating agencies gelgxtensive industry-specific

knowledge, so it seems likely that the expertigtrating performance of rating agencies variessacro

B A Nationally Recognized Statistical Rating Orgati@a (NRSRO) is &redit rating agencwhich issues ratings that are
recognized by th&).S. Securities and Exchange Commisgi®&C) for certain regulatory purposes.
39 For the full sample this holds, with the exceptidithe year 2009 where the opposite is true.
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industries, which is confirmed by the high numbdr gplit ratings for financial institutions.
Furthermore the rating process and methodology aésy widely across CRAs. Some authors
recognize the prevalent differences and explicitate that their research outcome does not
necessarily hold for the CRAs that were not presgint the sample (e.g. Amato and Furfine, 2004).
This is an important issue especially for regulatand supervisory purposes and has already been
addressed in the corporate rating literature @agtor and Packer, 1997) and for insurance companie
(Pottier and Sommer, 1999) but has to our knowledgdeen examined for LT bank ratings.

In addition, it is also important to understand vehlgank would opt to be rated by two rating agencie
Even though a lot of banks ask for a rating fronteast one rating agency, this is voluntary ang onl
some apply for a second rating. In our sample 1508%&P rated banks received a Moody’s rating in
December 2009 and 49.8% of Moody’s rated banksvedan S&P rating in December 2009. Taking
into account the high number of split ratings fanks; it is particularly interesting to explore the
motives for obtaining additional ratings. Furthermat is important to be aware of the differenices
bank ratings between rating agencies. Besidesoinee of the differences it is also interestingée
whether differences in ratings appear to be randmmsystemic and to understand whether
disagreements in ratings are driven by differingngamodels or whether they are a result of sedacti
bias. If all banks were rated by both agenciededihces in average rating could be perceived as
differences in rating scale. However, not all baaks rated by Moody’'s and S&P, so differences

could be an indication of sample selection (seed&and Packer, 1997).

This paper shows that Moody's and S&P have diffemating determinants, different sensitivity
towards the business cycle and behave differertignarating banks that are rated by both of them.

In academic literature, papers on credit ratingarty focus on corporate ratings, often excluding
banks and other financial institutions from theamgple. As such, this article makes a significant
contribution to the literature on bank ratings b&ittm a policy and an academic perspective. Bank
ratings hold a key position in today’s financialrkets, where high-quality, widely recognised rasing

are a basic condition forfanancial market to function properly. CRA’s ratimgports often provoke

comments from regulators, politicians and the essncommunity. Furthermore, a rating change
influences stock and bond prices and, more gemetedl terms at which funding can be attracted (e.g.
Baker and Mansi, 2002, Liu et al., 1999). Due teirtlopaqueness, the role of ratings is especially
crucial for banks. The current regulatory and mamonomic environment that is characterized by
debates on higher capital ratios, stress tests rafike it even more relevant to understand the way

bank ratings are determined and how they diffeosgrating agencies.
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In the next section of this paper, we will discilke relevant literature covering credit ratings in
general and, specifically bank ratings. Next, wd st out the data, empirical strategy and model

estimations. Finally we will present the resuligliiding diagnostic tests of model performance.

3.2 Literature review

Bank ratings are vitally important to various stadlelers. Strong financial ratings give banks higher
access to capital markets at better conditions waiid directly influence bank operations and

performance.

At the same time these ratings are a valuablefavalepositors, debtors, regulators etc. in assgssi

the financial strength of the bank. Both Moody'sl&@&P have a long history in rating banks. S&P
issued its first bank rating in June 1947 and byddgber 2009 it was rating about 2606 banks
globally using an AAA-through-D scale. Even thoudbody’s only issued its first bank rating in July

1973, by December 2009 this CRA was rating over41b2nks globally using an Aaa-through-C

scale. To form their rating opinion, both agendiely on a broad range of business and financial

attributed’ that could influence the banks’ creditworthiness.

Likewise in the academic world, a significant sttasf research has examined credit risk modelling
and credit rating determinants. Over the past Aisydghere has been an ongoing search to find the
ultimate credit risk measures and models. As altrdbgre have been major developments in
techniques, explaining variables, datasets andhé rtumber and type of events that are being
modelled. The existing literature can be dividei idifferent strands. An important category reldtes
the determinants of ratings. One series of papetisis category investigates whether ratings measur
what they are supposed to measure (Ang and P&h; Kao et al., 1990) and finds that ratings do
have an informational content. Secondly there ampers investigating whether ratings convey
information that is not reflected in asset prigaswhich mixed results have been obtained up to now
(Hand et al., 1992; Katz, 1974). Thirdly, there @agious papers investigating the information flat
reflected in ratings. These papers can be dividesbd on the methodology that is used and on the
independent variables that are investigated (elgnak, 1989; Altman and Katz, 1976; Amato and
Furfine, 2004; Blume et al., 1998; Crouhy et &DQ2; Ohlson, 1980 etc.).

In 1968, Altman used Multiple Discriminants Analysb explain the difference between US solvent
and insolvent corporates using 5 financial and aeting variables. Building on this pioneering study
Altman and others have further refined bankrupt@dets (e.g. Ohlson, 1980; Zavgren, 1983 etc.).

Horrigan (1966) was the first to estimate and predorporate bond ratings based on the financial

40 Business attributes include factors such as cpuigk, environment, company position, geographitiaérsification and
management strategy. The financial attributes thelusk management, capitalization, earnings, fuppndnd liquidity,
accounting and governance.
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ratios of the rated company and characteristigh@fbond. Since then, many others have developed
bond rating models (Brister et al., 1994; Ederingtod Yawitz 1987; Gentry et al., 1988; Kaplan and
Urwitz, 1979; Pinches and Mingo, 1973, 1975). Idater stage academics have also explored
alternative ways to address failure prediction aretlit risk modelling such as machine learning,
survival analysis and neural networks (e.g. Beyabal., 2005, Chaveesuk R. et al., 1999; Daubie et
al., 2002, Florez-Lopez, 2007; Lane et al., 198@nY et al., 1999). In some circumstances these
expert system methods can out-perform MDA and lagdlysis (Brockett et al., 2006 and Coats and
Fant, 1993). However, notwithstanding the fact ,ttfat instance, neural networks are able to
discriminate patterns that are not necessarilyaligeseparable, the often large number of parameter
that are involved in a neural model cause genatiiz problems and make these models true black-
boxes.

Looking at the variables that have been investijatefirst set of explanatory variables is more
quantitative by nature and includes variables sascprofitability, liquidity, interest coverage, instry

etc. (Amato and Furfine, 2004; Blume et al., 1988trella et al., 1999; Tabakis et al., 2002). Early
studies (e.g. Horrigan, 1966; Pinches et al., 19dgue et al., 1969) already found that financaad
are a key input for corporate bond ratings. Laterengualitative variables were also added to the
analysis: age, type of business and industry @igian et al., 2009; Chava et al., 2004; Platt and
Platt, 1991) along with the inclusion of macro-emac indicators (Hol et al., 2006; Wilson et al.,
2009).

Throughout all these studies there has been afcdeas on US corporate bonds. Only a fraction ef th
research in this area deals with bank ratings. Wewet should be noted that long term bank ratings
are quite different from corporate bond ratings. &iee thing, a bond rating applies to a specicés
whereas a bank rating applies to the financialitingin itself. Furthermore a bond has fixed time
payments and bank obligations are uncertain imgnaind amount. Also the specific asset and ligbilit
structure and the regulations with which banks khoamply make them quite different entities from
corporates. Another important distinction is thiagére appears to be less convergence of opinion
among CRAs when it comes to banks (Morgan, 2002).

In addition, the existing focus in literature on @&o has its limitations. The credit risk rating
literature concerning European exposures is raitméied. However, existing differences between the
two markets might undermine the extrapolation pidéno a European environment. This is
especially true for banks that operate in quitded#int environments with respect to regulation,
supervision, safety nets etc. As such, we feal fit6icessary to include both US and European banks i

our sample.

In the next paragraphs we will discuss the mosoitgmt research that has already been done. To our

knowledge the existing studies on bank ratinggjarte different from this paper as they analyzekban
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financial strength ratings (BFSR) rather than Idegn bank ratings, they tend to include only
traditional financial health measures , they rallely on data from one rating agency or they have a
cross sectional setting. None of the existing gsidiclude information for the years 2008 and 2009,
however given the banking crisis during these ydaduding them may shed new light on existing

research and/or provide new insights.

Poon et al. (1999) use a logit model to investigdimody's BFSR. In their model they include
traditional variables related to risk, loan proersng and profitability and show that loan provisitg

is the most important factor, followed by risk gmfitability. Including country risk ratings doest
seem to improve their model; however the inclusantraditional debt ratings as one of the
independent variables has a significant positivgpaich on the model performance. This is an
interesting finding as it suggests that BFSRs natyadd very much information over and above the
traditional debt rating. Although Moody’s claimsatiBFSRs are independent from traditional ratings,
it appears that the factors that go into BFSRssandar to the factors that underlie debt ratingsis
finding makes it interesting to investigate the lhank ratings further.

In another paper Poon and Firth (2005) focus onrtihe of unsolicited bank ratings. Lately the
practice of unsolicited ratings has prompted comrsy as these ratings do not appear to be
empirically as favourable as solicited ratingstHa literature we can distinguish two groups ofgrap

on this topic. The first group (Poon, 2003a; P&#Q3b; Poon and Firth, 2005; Van Roy, 2006) finds
that unsolicited ratings are lower than solicitete® In the other group Butler and Rodgers (2003)
find that solicited ratings are not higher thanalie#ed ratings and they show that soliciting &ma
reduces the impact of financial variables on tlaing. As an extension to previous research on
corporate solicited ratings Poon and Firth (200Bkstigate the issue for bank ratings provided by
Fitch. As for the corporate unsolicited ratings R@003a, 2003b), they find that in an internationa
sample of 1060 bank ratings, a significant diffeeexists between solicited and unsolicited ratings
and find that the shaddwgroup has lower ratings, which is partly due te féct that these banks are
typically smaller and have less robust financialtie Furthermore using a two-step treatment model,
Poon and Firth (2005) show that bank size, prafitpbasset quality, liquidity and sovereign riake
important determinants of Fitch January 2002 batings. Using a sample of Asian banks rated by
Fitch, Van Roy (2006) finds similar results and dodes that unsolicited bank ratings tend to be
lower than solicited ones even after accountingdftierences in observed bank characteristics. Even
though it would be very interesting to further istigate this issue, we lack the necessary data. As
Moody’s does not provide any unsolicited ratingsd as our final dataset only included few

unsolicited S&P ratings, we have decided to excluakolicited ratings from our sample.

1 Some rating agencies prefer to use the term “skiado “pi” for ratings that are unsolicited and tenlargely based on
public information.
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In corporate rating literature there has alreadgnba significant amount of research on split bond
ratings. Ederington (1986) finds that differencetween bond ratings by Moody’s and S&P result
from random differences in opinion rather than fralifferences in rating standards or rating
determinants. In later work it is shown by differanthors that rating scales and rating determgant
do differ across rating agencies when due accautakien of the self-selection bias (e.g. Cantor and
Packer, 1997; Pottier and Sommer, 1999). Even thduig shown by Morgan (2002) that there are
more split ratings for banks than for corporatbis itssue has not been thorougatidressed for bank
ratings. An important consideration when dealinghweplit ratings is the reason why a bank would opt
for a rating from more than one CEAAccording to financial intermediation theory, thencipal
role of external ratings is to reduce informati@yrametry about a firm’'s ex-ante economic value and
likelihood of financial distress (Millon and Thakot985). As such, the higher the probability of
disagreement between various stakeholders on thiéshiasolvency risk, the higher the demand for a

rating.

A first proxy for uncertainty is size measured e tlogarithm of total assets. The relationship
between uncertainty and size is a double-edgeddsviBigger banks are more diversified, but greater
size also means that one has to consider whethesigees are able to cope with more complex issues
and thus uncertainty (Demsetz and Strahan, 1998.atditional lack of transparency for banks is
induced by the bank’s asset base; banks hold e&rfiked assets, which may invite asset substitutio
and other agency problems between owners, manager<reditors. In addition, financial assets,
another typical characteristic of banks, generalbate collateral uncertainty. Furthermore the apaq
loans held by banks may invite agency problems e (gee Diamond, 1984). The above is all
reinforced by banks’ high leverage, which creatgsnay problems and further increases uncertainty
over their assets. Shareholders of leveraged fiamesinclined to take more risk than creditors
bargained for (Jensen and Meckling, 1976). BasedCantor and Packer (1997), we also include
profitability as they argue that relatively higlvéds of profitability and leverage are positivebtated

to the level of uncertaintyAs such, taking into account data availability, wi# include the following
accounting variables in the selection equationrdinfsize measured by In(assets), leverage measured
by debt to equity, type of assets measured by fixeskts/total assets and loans/total assets and
profitability measured by cost-to-incom&urthermore we will include a dummy for whether Haak

is quoted. A publicly traded bank has outside itMsswho are also interested in its solvency.
Thompson and Vaz (1990) find that since invest@isies the certification function of CRAs, bond
issuers benefit from obtaining more than one ratilmy addition, quoted banks have a higher
probability of issuing rated debt, which means theg marginal cost of obtaining a bank rating is

probably lower when they have already obtainedtd ding from that CRA. For the above reasons

42 As was mentioned, in our analysis we only incladkcited ratings of Moody's and S&P. In this wag @ssure that it was
the bank itself that requested the rating.
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we claim that quoted banks have a higher likelihaddobtaining more than one rating. This

assumption is supported by our sample.

3.3 Data and methodology

3.3.1 Data

For this research, 4 types of variables are reduittee ratings, financial variables, country-spiecif

variables and macro-economic indicators. We wgtdss them in turn.

3.3.1.1 Ratings

Credit ratings are applied to issuers and indiVidiebt issues separately. As we are interested in
explaining the purest measure of bank default iakuse the LT bank ratings which are an indication
of the ability of banks to honour ongoing finanadligations. The source of our rating data are S&P
RatingXpress and Moody’'s Rating Interactive. As timmed before, we focus on the period 2000 to
2009 and our sample includes both US and Europagksb For the period 2000 to 2009 this initial
dataset included 1819 and 4005 different banksl fageMoody’s and S&P respectivelBy limiting

the sample to European and American banks and mfitzhing the rating data with Bankscope data
(infra), 2373 different S&P rated banks and 795edént Moody’s rated banks were left. Our final

dataset will be discussed in more detail in theageaph on data pre-processing.

Our sample includes banks over the entire ratipgstsum, including both banks at investment and
below investment grade. The rating classes, whiehg&ven on a scale from AAA to D (S&P) and
Aaa to C (Moody’s), were transformed into a numadrgcale. More specifically we have recoded the
rating scales in 7 ratings grades in order to atb&l occurrences of rating categories with few
observations (see amongst others Amato and Fuét@). Without loss of generality we assign 1 to
AAA/Aaa, 2 to AA/Aa and 7 as of CCC/Caa.

Furthermore, in order to minimize the inclusionatiservations that would lead to double-counting,
we will use annual rating observations. More spedliy and in line with prior studies, we will use

December as a reference month (e.g. Amato andneu2D04; Blume et al., 1998).

3.3.1.2 Financial accounting data

One objective of the paper is to develop a modat tielps to explain LT bank ratings by using
accounting and financial variables of the bank. Tdieng determinants that are part of our model are

based on both industry experience and academiargseand are extracted from the Bankscope
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dataset. Bankscope is a comprehensive databasmnkffimancial statements that currently contains
information on 30 000 banks from all over the world

Table 3.3 gives an overview of the different finahwariables we have used in our analysis. They
cover the most important measures of liquidity,figebility, solvency, asset quality and operational

efficiency. To avoid multicollinearity problems, veannot include all variables in one regression and

in order to arrive at the best model we try toue at least one parameter of these 5 dimensions.

Besides the traditional financial ratios, we halg® éncluded a neW’ accounting data-based measure,

the so called Z-index, which represents a morearsal measure of bank risk. It is defined as In(2)
with Z equal to[ROA+ EA/U(ROA)], where ROA is the rate of return on assets, EAr¢hie of

equity to assets and(ROA) an estimate of the standard deviation of R@A. To calculate the
standard deviation of ROA we use data from theetlprevious years and the five previous years and
checked whether it gave similar results (infra)e hindex is monotonically associated with a bank’s
distance to default and has been widely used ireitigrical banking and finance literature (e.g. 8oy
et al.,, 2009; Laeven and Levine, 2009). A higheindicates that a bank is more distant from
insolvency. Since Z is highly skewed, we use itsirad logarithm, which is normally distributed.

Furthermore, we include a consolidation dummy, aditad statement dummy and a specialisation

dummy.

Based on literature, we include 3-year averagéieofinancial ratios in our analysis. As Moody’slan
S&P claim that they are rating TTC we will also iestte our models with 5-year averages.
Furthermore in order to assure that our financitibs are accurate measures of credit quality, ille w
subtract their within-year cross sectional averaBgsusing these demeaned measures in our analysis,

we avoid that our independent variables are pickimgyclical or secular effects.

3.3.1.3 Country variables

The banks in our dataset originate from 38 differ@untries (see Table 3.4), which makes it very
important to account for potential cross-countrjeets. During the exploration of the data, we

included country dummies and region dummies whiutteéd confirmed the existence of country
effects. An important cause of these effects isdliference in regulation and supervision. Some
papers have already investigated whether betteditigusupervision and regulation are associated with
sounder banks. Demirguc-Kunt and Detragiache (2@080) investigate this issue by including

indirect measures for supervision and regulatiachsas the quality of bureaucracy for example, and

find that there are less banking crises in countgh better institutions. This is in line with Bla et
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al. (2001, 2008), who show that regulatory appreactinat facilitate private sector monitoring of
banks (e.g. the disclosure of reliable informatiand strengthen incentives for market monitoring
(e.g. limited deposit insurance) improve bank penfance and stability. In contrast, boosting
supervisory oversight and tightening capital stadslalo not improve banking sector development nor
does it reduce banking system fragility. Laeven bedne (2009) extend this analysis and show that
the impact of regulations on bank risk-taking alsdes with the comparative power of shareholders
within the corporate governance structure of eantkbMore specifically they find that depending on
the bank’s corporate governance structure the salae and regulations will have a different impact
on its risk taking. Furthermore, Cihak and Tiem2008) find that high-income countries have better
regulation and supervision than low-income coustrie these papers, bank soundness is measured by
a Z-score, Moody’'s bank financial strength ratirgsjummy variable for systemic crises etc. Up to
this point, the relation between LT bank ratitfigmd supervisory or regulatory practices has nehbe
investigated. The above findings however, sugdestafter controlling for financial variables, bank
that are located in countries with higher-qualitypervision or regulation should receive a better
rating. As proxies for supervisory and regulatpuality we will rely on the extensive dataset ofta

et al. (2001, 2006, 2008), who were the first teeasble and analyze an extensive dataset on bank
laws and regulations using various studies aroimedworld. Their goal was to build a dataset that
would allow “policy makers to draw conclusions oeykpriorities in making their regulatory and
supervisory framework more robust”. The initial akdt stems from 2001 and was updated in 2003
and June 2008; we have included all three yeamumanalysis. For a further description of the

variables that we include, we refer to Table 3.5.

Besides the bank regulatory environment we alsludtecthe corruption index of Fons (1998), which
is an indication of the corruption perception amth e used as a measure for the transparency of a
country. Fons (1998) shows that after the Asiamarfaial crisis, there was an urgent need for the
revival of interbank confidence which, in turn, uégd credible transparency, massive restructuring
and state-financed recapitalization. Moreover, fgri@s that accounting transparency is vital to the
health of a banking system and therefore uses mupm@n index as a measure for transparency,
motivated by a strong relationship between corouptivithin a country and the transparency of its
bank accounting standards. Countries perceivectiag lbess corrupt on average have stronger banks.
He also supports the hypothesis that increasedpeaancy will yield lower overall credit risk and
uncovers a correlation between credit risk and antjtative measure of corruption. We expect a
negative sign as a higher corruption perceptioexnddicates that a country is less corrupt and thu

should result in a better rating.

43 To the best of our knowledge, these measuresaavein the sense that they are used in literatutside the bank rating
discipline but this is the first time that they leadyeen used in this context.
44 From the results of Poon (1999) we can concludeBank Financial Strength Ratings are quite diffiefrom LT bank
ratings (supra).
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Furthermore as country dimensions exceed corrupdimh regulatory practices, we also include a
sovereign rating. In line with other credit rating®vereign ratings are assessments of the relative
likelihood that a government will default on itsligltions. These ratings will allow governments to
ease their access to international capital marketere rated securities are preferred over unrated
securities of apparently similar credit risk (Cardad Packer, 1995). We feel it is important tdude

this variable in our analysis as these ratingscaffee ratings of a large number of other borrowers
within the same country. The CRAs generally do asstign ratings to issuers that exceed their home
country’s sovereign rating; and as such sovereggimgs could have an impact on bank ratings as
well*®. In our regressions, we will alternate between Mo®and S&P foreign and domestic currency
ratings.As both in the past (e.g. Mexican crisis, 1994) amdhe current crisis, it was clear that
Moody’s and Standard and Poor’s frequently disagreespecific sovereign ratings assignments,
hence we feel it would be wrong to include sovereigta of only one CRA (Cantor and Packer,
1995).

As the countries in our sample have economies amkibg systems of vastly different size, the
sample is very unbalanced with some countries sepited by only a handful of banks and others with
hundreds. The latter is especially true for Germary ensure that regression results are not overly

influenced by German banks we examine results anthwithout the German banks.

3.3.1.4 Trend and cycle

The financial system in which banks operate is yehecal, implying that financial activity tends to
increase more during booms than during economicntiaws. This can be explained by the
accelerator model (Bernanke et al., 1999) and #loe that market participants behave as if risk is
countercyclical. However, bank credit ratings am supposed to be procyclical. External credit
ratings have been initiated for the benefit of Btees who are often less concerned about short run
credit events as long as they do not hurt theilibeld of full repayment at maturity. To address thi
need, rating agencies have applied a through-tbke@pproach where ratings are supposed to be
insensitive to short term changes in economic dmrdi. The longevity of rating agencies suggests
that such risk measures have been highly valueidugstors. In line with Amato and Furfine (2004)
we assume that this TTC implies that a bank’s gasimould be independent of the state of the busines
cycle, conditional on the bank’s financial and Imesss characteristics. To check for procyclicalisy w
will empirically test whether the macro-economiosziemnment is an important determinant of bank

credit ratings after properly accounting for bapledfic factors. We will use different measures for

% For example, on 27April in 2010 every newspaper highlighted thatr@8tard & Poor’s had cut Greek bank ratings after a
sovereign downgrade. Since Standard & Poor’s lodvéine sovereign rating of Greece to a BB+ ratinga(s, 2010) and
since a bank of a country never can have a bettimgrthan the sovereign rating, Standard & Powds obliged to lower the
ratings of four Greek banks as well.
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cyclicality. First we will check for cyclicality uisg the recession index. For the US, this indeébaised

on the data of peaks and troughs from the NBEREtoope, we rely on the business cycle data of the
CEPR. Due to the virulent nature of a recessias jflausible to assume that it has a stronger impac
than an expansion. As such, to ensure that thessireindex that we construct, accounts for the
asymmetry between both periods of a cycle, it tst@el in times of recessions and to 0 during a
boont®. Hence, this paper will examine whether bank ratings are asymmetrically assigned or
biased over business cycles from 2000 to 2009rddlit rating agencies are more aggressive with
downgrades during recessions and upgrades durimgpdyahis procyclicality will have an impact on
bank capital levels, lending activity and the glolseonomy as a whole. Next we will run our analysis
with the slope of the yield curve, a commonly ubadiness cycle indicator (e.g. Bernard and Gerlach,
1998). The slope of the yield curve is calculatedte difference between the ten-year government
bond yields and the short term rate. We will furthen our analysis with inflatidh and employment
growth, two continuous indicators of the statehaf economy. The question is then what causes this
cyclicality: deterioration in credit quality (e.@llen and Saunders, 2003) or the strictness ohgati

agencies.

In literature we find evidence that suggests thatparate bond ratings by private agencies are
influenced by business cycle conditions. Altman &ad (1992) find that Moody’s and S&P ratings
are autocorrelated. This implies that rating dowidgs are more likely to be followed by downgrades
than by upgrades, implying that rating assignmenight not be independent. Further Amato and
Furfine (2004) find that initial and newly assign®&P ratings are related to the macro-economy in a
procyclical manner. After accounting for specifieasures of company risk they find that ratings are
worse during recessions and better during a boordoing this analysis, we should keep in mind that
some co-movement with business cycle measures therexcluded since we are never able to fully
capture the business and financial risk banks xgresed to (see Loffler, 2004). This omitted vargabl
issue can never be completely remedied. Howeveth@ibasis of Amato and Furfine’s paper we will
try to address the issue by performing a weak amhg test of procyclicality. In addition to bank-
specific risk factors and in case the businessecgleterminant shows to be significant, the strasg t
will include systematic time variation in risk facs by including cross-sectional averages of the
variable in the model as well. However, where Amatal Furfine (2004) have a sample that is
dominated by non-financial firms and only relies &P data, we focus on banks and include both
Moody’s and S&P data. Amato and Furfine (2004) eigh} state that results do not necessarily hold
for other CRAs, which makes it very interestinginoestigate potential differences on this matter

%8 |n doing so, we basically assume that only recesshave a material impact on the rating process.
7 Inflation is measured by the GDP deflator, whigtthie ratio of GDP in current local currency to GiBRonstant local
currency and it shows the rate of price changbeneconomy as a whole. It has the advantage dvecansumer price index
that it is not based on a fixed basket of goodssamdices and as such that changes in consumpiterps and the
introduction of new goods are automatically reféecin the deflator.
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between S&P and Moody’'s (see Cantor and Man, 2008b)the current macro-economical
environment where supervisors are confronted wifjonchallenges with respect to bank monitoring,

it is highly relevant to investigate this is&tie

Beside the potential procyclicality some authosoargue that credit ratings have deteriorated over
time. For instance Lucas and Lonski (1992) fourad tver a specific timeframe, firms that received a
downgrade from Moody’s consistently exceed the nemmtif firms that received upgrades. Also
Blume et al. (1998) find that CRAs have becomectriover time. Conversely Amato and Furfine
(2004) argue that when due account is taken oesyaic changes in risk measures, no evidence for
this more stringent rating behaviour can be fowmd] in some cases they even find the reverse. These
different conclusions might be induced by differemicin rating agencies which will be partly
addressed by using data from two rating agenciescheck for this we have specified a linear trend
variable which counts from 1 to 10 for the numbgye@ars in the data. When this trend variable is
positive and statistically significant at high lésjethis would indicate that rating agencies have

generally become stricter over time.

Except for the paper by Curry et al. (2008), whithestigates procyclicality for non-public BOPEC
ratings, we are not aware of any related reseanchamk ratings. In their paper Curry et al. (2008)
only consider newly assigned risk ratings by edfimgamodels with mostly 1-quarter lags prior to the

inspection.

3.3.2 Data pre-processifty

As a next step we start pre-processing our datak®are eliminated when at least one third of the
calculated variables are missing. Next, severabgdtave missing values and outliers which could
disturb the regression output. These issues areuatered using the methodology described in Van
Gestel et al. (2006). To deal with this, we startréplacing missing values with the median variable
value of the bank. In case this was not possit#evtiriable is imputed, based on the median sample
value and after correction for the relative asgzt of the respective bank in the respective yEae
outlier issue is addressed taking into accountabethat most independent variables are ratiosasnd
such it could be expected that the distributionthefe variables have fat tails with large positine
negative values. In order to prevent these outlieven having a negative impact on the model

performance, the most extreme points are selec@dealuced to thes3borders in a robust way For

“8 Syron (1991) claims that supervisors are histtiyigaore vigilant during recessions. FurthermorelPand Rosengreen
(1995) conclude that the inability to raise extércapital due to regulatory practices resulted ihigh number of banks
shrinking their assets with possible adverse effentthe banks’ lending behaviour.
% Themost important descriptives of our data are degiuteable 3.7 and 3.8.
*0 This method is basically a kind of winsorising gedure.
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the limits m £ 3xs, with m = median, s = IQR(X)X®6745) and IQR the interquartile range (Van
Gestel et al., 2006) is selectedrhis is done on an annual basis.

Furthermore, we check whether certain bank variabalaes are realistic when matched with bank
ratings and vice versa. For example, we check venebanks that have negative equity have
commensurate ratings. The distributions of theedéiit variables are also analysed. If the distiobut
of a variable deviates considerably from a nornisiridution, a logarithmic transformation &¢ log

(1 +x)) is used to see whether this leads to rifstignt improvement of the final result.

After pre-processing the data, 2046 different S&fd banks and 680 Moody’s rated banks are left.
This final sample reflects the ratings of 1659 efifint banks that are rated only by S&P, 293 banks
rated only by Moody’s and 387 rated by both Moody'sl S&P. Our sample includes 10 451 S&P
bank rating observations obtained from S&P RatimgeXs and 4 290 Moody’'s bank rating
observations obtained from Moody’s rating Inteneetbver the period from 2000 to 20@89e refer to
Table 3.8 and 3.9 for an overview of the numberatihgs per year and the relative coverage of the
population of bank ratings. In Table 3.9 we alsovpte an overview of the number of banks that are
rated by both Moody’s and S&P.

3.3.3 Methodology

Our empirical work consists of two sets of modaldirst set to determine rating determinants far ou
full sample and another to analyse the bank ratirigsanks that receive both a rating from Moody’s
and S&P.

3.3.3.1 Ordered logit model for rating determinants

As the dependent variable in our model is an ofdiagable, an ordinal regression should be used
(Allison, 1999). More specifically we will use thegit function, which is based on the logistic dgns
function, to link the dependent variable with theependent variable. Logit functions are very usefu
as their values are restricted to the interval betwO and 1 and as such may be interpreted as
probabilities.

The general ordered logit model is based on tHewviirhg specification:

y*=BX%+eg

The mathematical basis of the ordinal logistic esgion is the following equation, which gives the

cumulative probability of a rating i:

%1 For the analysis involving split bank ratings, heeve re-estimated the outliers based on the newlsashbanks.
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P(y<i) = L =1..m

1+explh + Bix + BoXo + ot X))

with explanatory variablesx,, X,,...,X, the corresponding coefficients, 5,,....3, and 6, a

parameter linked to a category or in this casetiaga The latent variable z gives a score for each
bank based on the independent variables and tlitceers (Van Gestel et al., 2006).

==X = BoXo...m By X,

The score of a bank can be used to determine e st a bank per rating.

Z :Hi _ﬂlxl_ﬂzxz"'_ n Xn

= P(y<i)
or. z = |OQ[WJ

The score of a bank per rating can be used to leédcthe cumulative probability of a certain rating

and the probability of a rating.
. 1
P(ly<i)=—
(y<i) 7 e

Ply=i)=P(y<i)-P(y<i-1

In performing a regression, STATA will estimate {p@rameter$, 0, andp;  p, using a maximum

likelihood procedure that minimizes the negativg ligelihood (NLL) (Van Gestel et al., 2006):

-3 log(P(y =)

We ran our analysis using December as a refererwrethii In order to detect whether the rating

agencies have changed their model under the peesstine recent financial turmoil we have analyzed
our data both in a cross-sectional and in a paatl detting. More specifically we will report the

results for the year 2009 and for the period 200092

°2 AsP(y<m) = 1, the parametel,. is equal too.

53 As a robustness check we have run the analysishiomonth of April as well. However as there aresignificant
differences, we will only report December.
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3.3.3.2 Multilevel logistic regression

In order to account for within country dependertby, cross sectional standard errors are clustgred b
country. In doing so, we allow correlated residwaithin each country. In the panel data analyses we
will account for the dependency within banks actosg and across countries.

We have first run a single level ordinal logistégression, in which we accounted for the clustered
nature of the data, in order to obtain Huber Whitandard errors However, this model
unrealistically assumes that the responses onatme $ank are conditionally independent given the
covariatesin order to account for the longitudinal dependént®class correlation we have included
a bank specific random intercefihis model can be written in terms of a latent oese formula as

follows:

i = BoXpy +BsXg +..t{ & where g|X, le are independent across banks and

observations.

To allow the slope of the time variable to vary damly between banks, we also ran a random
coefficient model. However, the likelihood raticteejected the random coefficient model in favour
of the random intercept model. In a next step we aathree level multinomial logistic random

intercept model for observationsested in bankiswho in turn belong to countriés

3.3.3.3 Variable selection

To guard against overfitting of data, we randomiljide our sample into two main sub-samples: the
estimation sample (70%) and the hold-out samplé&j3The in-sample is used to estimate our model;
more specifically we use these observations tovdes variables have a significant impact on the
S&P and Moody’'s bank ratings and to estimate threesponding coefficients. The model validation

is done on the hold-out sample.

In order to arrive at the best model, we apply sfvmethods to select the significant variables. We
first do a stepwise regression, which basically looes backward and forward regression in one.
Variables that are eliminated in a prior phase (@ueigh p-value) can be added to the model later o
if they prove to be significant. However as thisaiheuristical procedure, we decide to run several
regressions manually with alternating input vamabl Due to multicollinearity among the
independent variables a lot of them can only blu@ed in the regressions one at a time. A coratati
matrix and the variance inflation factors guidedthu®ughout the selection of variables. We include

variables that cover the different areas, namelyidiity (e.g. liquid assets/total assets), solvefecy.

54 The correction of the standard errors to accaninttfe intraclass correlation is a weaker formafection than using a
multilevel model. The latter does not only accdiantthe intraclass correlation, but also correbtsdenominator degrees of
freedom for the number of clusters. When you Usstered robust standard errors, the denominagmeds of freedom are
based on the number of observations, not on théauof clusters.
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equity/debt), profitability (e.g. ROA), asset gtxl{e.g. loan loss provisions/loans) and operationa
efficiency (e.g. overhead/total assets). In ourelas regression we also include country-related
variables. We then check what variables are sigpnifi at several levels and whether the coeffiaént
the variables has the right sign, implying that Hign corresponds to the expected sign from an
intuitive economic point of view. Wrong signs cam @ue to bad data quality, spurious correlation or
limited data. If a coefficient has a wrong signe thariable is eliminated from the initial regressio

Next, we investigate the role of the business dgmbession and the trend variable.

3.3.3.4 Two-step ordered-logit model for rating diierences accounting for selectivity bias

It is sometimes argued that Moody’s and S&P mingcheothers’ behaviour when rating banks that
are rated by both rating agencies. In our sam@eSihearman rank correlation between Moody’s and
S&P ratings amounts to over 85%. However, correhstionly measure the relative agreement
between CRAs and might not capture differences@rame ratings. For instance the kappa stafistic
in our sample only amounts to 0.16 for banks rdtgdMoody’s and S&P. This is in line with the
findings of Morgan (2002) who shows that the levketlisagreement across CRAs is much higher for
financial intermediaries than for ordinary corpesatExplanations for differences (see Table 3.1D an
3.11) across agencies are scarce. Ederington (1@86proposed 3 sources for divergence in rating
opinions across CRAs: different cut-off points,feliént determinants or different weighing of
determinants and random variation in judgementsiéch we would like to test our findings on the
sample of bank ratings that are rated by both gatigencies. As descriptive statistics revealed that
there are quite some differences between bankstbeatted by only one CRA and those that are rated
by both, we should account for potential samplect@n bias. We will address this issue for banks
that receive a rating from both Moody’s and S&R2009. More specifically we will run a model that
consists of two stages and controls for samplecBete bias. The latter is a concern whenever the
response variable is observed only if a selectimmdition is met. Problems arise because standard
regression techniques result in biased and inademgigstimators if unobserved factors affecting the
response are correlated with unobserved factoestadfy the selection process (Heckman 1978, 1979).
More specifically, the first stage is a probit reggion modelling the decision to obtain both Mosdy’
and S&P rating and the second stage is an ordeggdrégression modelling the rating determinants.
As we want to study the differences between botimgaagencies after account is taken of this
selectivity bias and to avoid inconsistent paramegtimates, a two-step ordered logit model will be

used. If sample selection were random, the expesatent term conditional on obtaining both ratings

%5 The primary concern of multicollinearity is thhetregression model estimates of the coefficiemtidchecome unstable
and the standard errors for the coefficients cgeldwildly inflated.

% The kappa statistic is a measure of disagreenfentdriginates from biometrics and was used by Mor¢2002) to
measure disagreement between raters. Kappg= pe]/ 100- peT where[),is % of equally rated banks observed
and P.is % of equally rated banks that one would expieging into account the distributions of the ratiAg such, Kappa
locates CRA along the spectrum of complete disagee¢ (kappa=0) and complete agreement (kappa=1).
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would be zero. However if sample selection is namdom and there are systematic reasons why
banks would choose to be rated by both rating agenthe expected error term conditional on a bank
obtaining both ratings would not be zero (see Hgckman, 1979; Cantor and Packer, 1997; Poon
(2003)). This could be motivated by the fact thdtank knows that taking into account its degree of
uncertainty, an additional rating is required tduee its opacity to an acceptable level (suprag Th
standard selection model developed by Heckman bar bxtended to ordinal random variables by
Greene (1995).

Basically in addition to obtaining estimated cog#nts, the correlationd;, ) between the error term
from the decision to obtain two rating§, § and the error term from the rating model itsetf)(are
also obtained. More specifically we will test whethp,, = 0 (Greene, 1997). The probit model for
sample selection is given b$* = aZ, + ¢, where the observed decision& =1 if S’ =1>0 and

S =1<0. With S being the binary variable indicating whether a bdss two ratings,S a

continuous unobserved variable measuring the psiyeto obtain two ratings andZ; the vector of

explanatory variablé§

57 With a higher and positive value @ as an indication of a higher probability to obtaim ratings.
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3.4 Results

The results of S&P and Moody’s will be discussetuim. As mentioned we have run several analyses

and we will report the models with the highest ofisample performancg

3.4.1 S&P rating determinants applying a Random éntept Model

3.4.1.1 S&P 2000-2009

This first section discusses the estimation resefitthe ordered logit model based on our baseline
regression including financial and country relat@diables. For the complete S&P dataset including
the observations from 2000 to 2009, we obtain tlewing significant parameters for the ratings of
Decembet’: the demeaned 3 year averages of Inassets ({dst/Income (+)***, LLP/Loans(+)**,
Liquidassets/Deposits and borrowing (-)***, Eq/TR¢*, Lnzindex3y** (-), S&Psrforeign(+)***(see
Table 3.14%. So the Z-index, a variable that has not yet beeestigated in relation to bank ratings,
seems an important determinant of LT S&P bank gatin Obviously banks that have a higher
distance to default will receive a more favouraasitng. The other variables confirm the dimensions
that Poon et al. (2005) found to be significant Fitch bank ratings. First, size seems to be & ver
important determinant and as expected it contribptesitively to the bank rating. Bigger banks are
assumed to be more diversified and will be bettde @& survive shocks. The latter could also be
interpreted as the “too big to fail” assumptionrmoény investors, where they expect a government
bailout of systemic important financial institutwhen they get into trouble. Further, in line watlr
expectations, higher liquidity, profitability, sa@mcy and asset quality will result in a lower, thester
rating. More specifically a high cost-to-incomeigaand high loan loss provisions will result in a
higher thus worse rating, whereas high liquid asssative to deposits and borrowing and high gquit

relative to assets will result in a lower thus eetating.

Insert Table 3.14 here

With respect to country specific variables, theeseign rating seems to be very important. The S&P
model had a higher performance with the S&P foreigvereign rating than with the Moody’s foreign
sovereign rating, for the Moody’s model (infra) theverse was true. Furthermore, excluding the

country specific variable, results in a model vginificant lower out-of-sample performance.

%8 Alternative models with different combinations wdriables have been tested. However, taking inmamt that the
variables should have the intuitive correct sitpe, teported models achieves the best match.
59wxx *x gnd * indicate significance at the 1% 5%d 10% level.
% The correlation matrix of the variables includadir analysis is depicted in Table 13.
51 However, compared to Poon et al. (2005), our tmestel includes slightly different variables to masbank profitability,
asset quality, solvency and liquidity.
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Due to multicollinearity we cannot include both thvereign index and the corruption index in our
analyses. However, if we include the corruptioneidit is also a significant determinant of S&P

ratings with the expected (negative) $fgn

The estimated coefficients all have the corredimeged and economically significant sign. In logit
models, there is no natural magnitude for the figkivariable, so we should be careful when
interpreting the economic significance of the cmédhts as such. However, what can be deducted
from Table 3.14 is that the likelihood ratio tesjects the hypothesis that all parameter coeffisiane

Zero.

The out-of-sample model performance is measureddigh difference graphs. A notch difference
graph is a histogram showing cumulative accuracyirforeasing notch differences between the S&P
rating and the rating estimated by the model. Thtem difference graph depicted in Figure 3.1
indicates that our model performs very well outsafple, with 68% of the ratings estimated correctly

and almost 95% of the ratings estimated corregilyowne notch.

Insert Figure 3.1 here

In a next step we have included a linear trend adisiness cycle indicator. As is shown in Table
3.15 the trend variable has a negative sign - whitght imply’® that S&P has become less stringent
over time in rating banks — but is insignificant, $he bank ratings of S&P show no trend behaviour,
indicating that S&P neither became more lenient stacter in the course of the past decade. This
finding could be partly influenced by the staleniedgerent in ratings. Due to the fact that monitgri

is costly and time consuming, it is unlikely thatrating agency can devote sufficient time and
resources to examine all rated firms on a contislxasis.

Furthermore also the recession index, the slopbe¥ield curve, employment growth and inflation

are found to be insignificant. So, none of the bess cycle indicators seems to be a significant
determinant of LT S&P bank rating. As such, our eladdicates that S&P bank ratings are indeed
through the cycle as they are not significantlyluaficed by the economic conditions. As was
mentioned before, in order to understand the extrdtsource of cyclicality, we could also conduct a
“strong” test, where we include the time seriegshaf yearly cross-sectional averages of all findncia

variables, including both a trend and cyclical comgnt. Including these may provide further

52 Including the corruption index instead of the seign ratings, results in a model with lower mogletformance.
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information on whether systematic time variatiortie accounting variables can explain any finding
of a significant secular or cyclical influence atings (see Amato & Furfine, 2004). However as our

analyses show that the cycle indicators do not gedwe significant, we can skip this step.

Insert Table 3.15 here

We have also run our analysis with 5-year averagfesget qualitatively similar results with a sliht

higher out-of-sample performance (see Table 3.1FRagure 3.2). This finding further supports the

notion that S&P is rating quite stable throughdat tycle.

Insert Table 3.14 here

Insert Figure 3.2 here

3.4.1.2 S&P 2009

When we estimate the cross-sectional model foratiegs of January 2009, all the same variables ar
significant, which is again a finding in favourtbie TTC philosophy S&P applies (see Table 3.19 and
Figure 3.7 and 3.8). This basically could indidhtat S&P did not change its rating model during th
recent turmoil.
Insert Table 3.19 here
Insert Figure 3.7 and 3.8 here

3.4.2 Moody’s rating determinants applying a Randdntercept Model

3.4.2.1 Moody's 2000-2009

For the complete Moody’'s dataset including theeokstions from 2000 to 2009, we obtain the
following significant parameters for the ratings December: the demeaned 3-year averages of
Inassets(-)***, Operatingexp/TA (+)***, Liquidass&TA*** (-), Eq/Liab(-)***, Cost/Income(+)***,
LLP/Loans(+)***, and the Moody’s srforeign***(+)So, as was the case with S&P, the traditional

dimensions that were identified a priori are betogfirmed. The estimated coefficients all have the

53 As the assessment of credit risk is subjectivadtyre, it is plausible that our models fail to@at for certain variables,
as the assessment of creditworthiness. Due tothited variable bias, we cannot claim to have ébtivat there is a drift or
that S&P ratings are not excessively procyclidale can only say that our results indicate thatrhight be the case.
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correct estimated and economic significant sigre ($able 3.16). The notch difference graph is
depicted in Figure 3.4. As is shown almost 50%hef atings are estimated correctly and 95% of the
ratings are estimated correctly up to one notch.

Insert Table 3.16 here

Insert Figure 3.4 here

As for the S&P ratings, including the corruptiordéx results in a comparable model with the
corruption index having a significant negative sigot lower model performance. In a next step, to
convince us of the fact that Moody’s is indeed gsindifferent model than S&P, we run the S&P
model on the Moody's rating data. However as tesulted in a much lower out-of-sample model

performance — a zero notch difference of only 35#& will not further elaborate on thAf$>

In a subsequent step we have included a linead ®ed our business cycle indicators. As is shown in
Table 3.17, the linear trend is significant and &asegative sign. This could imply that Moody’ssha
become less stringent over the period 2000 to 2B08hermore the recession index is insignificant,
which could indicate that Moody’s does not beconwarsevere in times of recession. However, the
other business cycle indicators — the slope ofytbke curve, inflation and employment growth - are
significant, suggestive for cyclicality.

Insert Table 3.17 here

As such in a next step we have included yearly memhe financial variables in order to accoumt fo
systemic time variation in the risk factors. Afthare account is taken of systematic time variation i
financial variables, there is evidence of excessidicality when the slope of the yield curve and
employment growth are used as a business cycleaiadi(see Table 3.18). The time drift disappears
in all cases. So, our findings of a secular relgxgi ratings standards are not robust to a more

complete accounting of systematic changes to messiirisk.

Insert Table 3.18 here

%4 This lower out-of-sample performance is due tof#we that certain variables that are significamt3$&P (e.g. the Z-index)
are not significant for Moody’s and vice versa (@geratingexp/ta).
55 \We also run the best model for Moody's on S&Pngtiata. However this also resulted in inferior afusample
performance with less than 50% of the bank rategjgnated correctly and about 10% of the bankgatthat are estimated
wrong with 2 notches or more.

131



3.4.2.2 Moody’s 2009

The possibility of excess cyclicality is furtherpgpwrted after estimating the cross-sectional model.
Where S&P basically used the same model in 2009 Iledore, it seems that the model for Moody’s
has changed. More specifically the next variablesrow significant: 3-year averages of Eq/Liab (-
)**, Inassets(-)***, Operatexp/TA(+)***, Liqass/TA)* and the Diversificationandliquidityindex
***(.) (see Table 3.19). So, cost-to-income, LLRtahs and the Moody’s srforeign are no longer
significant and the diversificantion and liquiditydex is now included in the model. Furthermore,
including 5-year averages, results in a differenotet with different out-of-sample performance (see
Figure 3.9 and 3.10).

Insert Table 3.19 here
Insert Figure 3.9 and 3.10 here

What is also apparent is that it is much more dliffi to forecast Moody’s ratings using the

information we have in our dataset. This could yngplat Moody’s is using more qualitative data or
that there is more discretion in their ratings.ifgg are a result of combining objective statistica
models (rules) and subjective judgments (discrgtibhey are influenced by different elements where

experience and expert judgment keep playing améabkeole.

In order to ensure that our results are not ovitweénced by the overrepresentation of Germany in ou
sample, we ran our analysis without that country famd overall similar results both for Moody’s and
S&P.

3.4.3 Rating Determinants applying Sample Selectiodel

As is shown in Table 3.20, for S&P rated bankze,sihe cost-to-income ratio, stock listing andetyp
of assets seem to have a significant impact ordéugsion to be rated by both rating agencies. Our
findings support the idea that as bigger bankscapeng with more complex issues and uncertainty,
they will benefit from an additional rating (Denmseind Strahan, 1997). They further confirm that
quoted banks believe that their outside investatsesthe certification function of CRAs and/or that
their marginal cost of obtaining a bank rating op of a public debt rating is lower. In line with
Cantor and Packer (1997), we also find that mooditable banks have a higher tendency to obtain a
second rating. Furthermore the asset base of banklsmore specifically the opaque loans, further

reduces the bank’s transparency and increasesdastive to ask for an additional rating.
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Insert Table 3.20 here

The likelihood-ratio test rejects the null hypotisesf rhd® - the correlation between errors in
selection and outcome equation - equal to zero sagj@ficance level of 1%, implying that sample
selection is present. After controlling for nonrandselection, all variables stay significant witte t
correct estimated sign. This finding indicates tR&P uses the same model for banks that are also

rated by Moody’s.

For banks rated by Moody's, the decision to obtam additional rating from S&P seems to be
random. The likelihood-ratio test can not rejdxt tull hypothesis of rho - the correlation between
errors in selection and outcome equation - equaketo. This basically would suggest that data are
missing randomly or that the regression coeffigenf the selection model and the regression
coefficients of the rating determinants model westimated by unrelated proce$éesVhen we
control for nonrandom selection, most variablesaiensignificant with the correct sign. However as
there is less evidence of selection bias, we cimat® our single equation. This results in a model
where all variables have the correct estimated &ighthe liquidity measure and the solvency measur
are no longer significant.

These findings could indicate that Moody’s perhsiightly adjusts its model when rating banks that
are rated by S&P as well.

3.5 Conclusion

This paper presents a joint examination of howeddt factors influence the assignment of S&P and
Moody'’s long term bank ratings using a unique dagBcovering different regions, bank sizes, and
bank types. In doing so, we include new and aceursasures of bank and country specific variables.
We find that S&P and Moody’s use a different ratmgcess. More specifically when we analyse
S&P bank ratings we find the same variables toigeifecant in a panel data setting from 2000 to

2009 and in the year 2009. This could indicate 8&P is rating through-the-cycle, which is further

confirmed by the fact that no business cycle indicaeems to have a significant impact on the S&P

bank ratings.

5 | will not further interpret rho as there as iteistremely sensitive to model specification. Alive model specifications
will change the errors, which in turn will chander Furthermore | presume that whatever is theeaf@sghe correlation
between u and e should be inherently immeasurabke $tolzenberg, 1997).
57 A robust selection equation is one of the mostirtgnt things in selection modelling. As for Mooslgnly 2 variables are
significant in the selection model, we should beefid when interpreting the results.
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Moody’s seems to adjust its rating process througtime. Different indicators are significant fdet
period 2000 to 2009 compared to the period 200e&thEtmore we find that 3 out of 4 business cycle
indicators are significant. After controlling foydical changes to business and financial risks, th
slope of the yield curve and employment growth siggificant as a cycle indicator. Both of these
findings could be interpreted as an indication xéess cyclicality even when it is only to a small
extent.

Even though our focus is on the cyclical propertégatings, we also provide evidence on trend
behaviour of bank ratings. In particular, our resuhdicate that previous findings of a secular
tightening of corporate rating standards do nodl liot banks. Both for Moody’s and S&P, we actually

find that after the inclusion of more complete nuas of systematic changes to risk, no significant
trend behaviour exists.

Finally, we checked our findings on a sample ofKsatinat are rated by both ratings agencies while
controlling for potential sample selection bias. e only limited evidence of mimicking behaviour

between Moody’s and S&P.

Our findings are highly relevant for various batdkgholders, who often tend to assume that Moody’s
and S&P have equivalent rating scales and ratinggzses. This paper shows clear evidence that this
is not the case. Moody’s and S&P have differeringatleterminants, different sensitivity towards the
business cycle and behave differently when ratangkb that are rated by both of them.
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Tables

Year Mean Mean
S&P Moody’s

2000 | 6.12 4.93

2001 | 6.06 4.84

2002 | 6.23 4.90

2003 | 6.24 5.06

2004 | 6.1¢€ 5.04

2005 | 6.07 5.1¢

2006 | 5.3¢ 5.3C

2007 | 5.27 4.8t

2008 |5.42 5.15

2009 |5.55 5.82

Table 3.1: Mean bank ratings S&P and Moody’s foler December 2000-2089

The above table shows that on average Moody's @s$igver, thus more favourable bank ratings than
S&P, with the exception of the year 2009.

Mean | Mean
Year S&P Moodys

2000| 5,58 4,96
2001 5,67 4,85
2002 5,97 4,87
2003| 6,00 4,92
2004| 5,90 4,90
2005| 5,84 4,89
2006| 5,59 4,88
2007 5,37 4,25
2008| 5,81 4,49
2009 6,26 5,33

Table 3.2: Mean bank ratings S&P and Moody’s bamkhk 2 ratings December 2000-2089

The above table shows that for banks that are tageabth Moody’s and S&P, on average Moody’s

assigns lower, thus more favourable bank ratings B&P.

% We have recoded the S&P and Moody’s bank ratiags1-17 scale with 1 being AAA/Aaa. As such a lowe
rating scale should be interpreted as a bettergati
9 We have recoded the S&P and Moody’s bank ratiags1-17 scale with 1 being AAA/Aaa. As such a lowe
rating scale should be interpreted as a bettergati
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Consolidated statement dummy (1 when consolid&edtherwise)

Qualified statement dummy (1 when qualified, O othise)

Specialisation dummy (1 when commercial, O othes)

Liquidity

Interbank rati

Liquid Assets to Customer ST Fund

Liquid Assets to Deposits and Borrowing

Liquid Assets to Total Assets

Bank Deposits to Total Assets

Liguid Assets to Deposits

Loan to Total Asse

Deposits to Total Asse

Net Loan to Total Asse

Loan to deposits

Profitability

ROE (Net Income to Equity)

ROA (Operating Income to Assets)

Net Interest Margin

Cost to Incom

Solvency

Equity to Total Asse

Equity to Liability

Equity to Risky Assets

Core Capital to Equity

Common Equity to Total Assets

Equity to Loan

Asset quality

Loan Loss Provisions to Asse

Loan Loss Provisions to Net Interest Reve

Loan Loss Provisions to Loans

Risky Assets to Total assets

Operational Efficiency

Overhead to Total Assets

Overhead to Total Expenses

Operational Expenses to Total As:

Operational Expenses to Total Exper

Total Expenses to Total Ass

Table 3.3: Financial variables included in analysis
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Countryname
AUSTRIA
BELARUS
BELGIUM
BULGARIA
CANADA
CROATIA
CYPRUS
CZECH REPUBLIC
DENMARK
ESTONIA
FINLAND
FRANCE
GERMANY
GREECE
HUNGARY
ICELAND
IRELAND

ITALY

LATVIA
LIECHTENSTEIN
LITHUANIA
LUXEMBOURG
MALTA
MONACO
NETHERLANDS
NORWAY
POLAND
PORTUGAL
ROMANIA
RUSSIAN FEDERATION
SLOVAKIA
SLOVENIA
SPAIN

SWEDEN
SWITZERLAND
UKRAINE
UNITED KINGDOM
USA

© 0 N O OB~ WDN PP
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w
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Table 3.4: Different countries represented in sanpl
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Bank Concentration

Deposits held by 5 largest banks

Capital regulation index
*Initial capital stringency

*Overall capital stringency

Are the sources of funds to be used as capitdieri
by the regulatory/supervisory authorities?

Can the initial disbursement or subsequent injestio
of capital be done with assets other than cash or
government securities?

Can initial disbursement of capital be done with
borrowed funds?

Is this ratio risk weighted in line with the 198&de
guidelines?

Does the minimum ratio vary as a function of marke
risk?

What fraction of revaluation gains is allowed ag p&
capital? (<75%> 1)

Before minimum capital adequacy is determined,
which of the following are deducted from the book
value of capital? (unreal loss in securities, uhrea
foreign exchanges losses, MV of loan losses not
realized in accounting books)

Diversification and liquidity index

Are there explicit, verifiable, and quantifiable
guidelines regarding asset diversification?

Are banks prohibited from making loans abroad?

Are banks required to hold either liquidity resesoe
any deposits at the Central Bank?

Accounting disclosure and director liability

Does accrued, though unpaid, interest/principarent
the income statement while the loan is still
performing?

Are financial institutions required to produce
consolidated accounts covering all bank and any ng
bank financial subsidiaries?

Are bank directors legally liable if information
disclosed is erroneous or misleading?

Table 3.5: Data Barth et al. (2001, 2003, 2008)
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Variables S&P rated banks Mean Std.Dev. Min Max
S&P rating Dec 3,01 0,84 1,00 7,00
a3ylnassets 7,30 2,46 0,98 14,75
Specialisation dummy 0,00 1,00
Consolidation dummy 0,00 1,00
Audited Statement Dummy 0,00 1,00
Liquidity
a3y Interbank ratio 123,45 107,14 0,00 424,49
a3y Liquid Assets to Customer ST Fund 20,60 14,83 0,04 62,60
a 3y Liquid Assets to Deposits and Borrowing 17,98 12,49 0,04 52,35
a3y Liquid Assets to Total Ass 0,14 0,11 0,00 1,00
a3y Bank Deposits to Total Assets 011 0,09 0,00 0,99
a3y Liquid Assets to Deposits 0,23 0,17 0,00 0,77
a3y Loan to Total Assets 0,59 0,18 0,11 1,00
a3y Deposits to Total Assi 0,76 0,20 0,08 1,00
a3y Net Loan to Total Assets 0,58 0,18 0,10 0,99
a3y Loan to deposits 1,38 4,43 0,00 99,76
Profitability
a3y ROE (Net Income to Equi 0,07 0,05 -0,14 0,29
a3y ROA (Operating Income to Assets) 0,01 0,00 -0,01 0,02
a3y Net Interest Margin 2,65 1,02 0,04 5,64
a3y Cost to Income 0,67 0,14 0,21 1,16
Solvency
a3y Equity to Total Assets 0,08 0,07 -0,30 0,89
a3y Equity to Liability 7,71 3,48 -2,50 16,48
a3y Equity to Risky Assets 0,15 1,56 -0,38 134,48
a3y Core Capital to Equi 0,10 0,08 0,38 0,97
a3y Common Equity to Total Assets 0,08 0,07 -0,34 0,97
a3y Equity to Loans 0,42 2,45 -0,53 49,18
Asset quality
a3y Loan Loss Provisions to Assi 0,004 0,003 -0,0087 0,019
a3y Loan Loss Provisions to Net Interest Revenue 0,17 0,13 -0,34 0,73
a3y Loan Loss Provisions to Loans 0,01 0,01 -0,02 0,03
a3y Risky Assets to Total assets 0,82 0,12 0,00 1,00
Operational Efficiency
a3y Overhead to Total Assets 0,03 0,05 0,00 1,77
a3y Overhead to Total Expenses 0,43 0,15 0,00 0,99
a3y Operational Expenses to Total Assets 0,06 0,01 0,02 0,10
Country Variables
Capital regulation index 6,07 0,79 2,00 9,00
Diversification and Liquidity Index 1,6 0,95 0,00 3,00
Accounting Disclosure 2,50 0,50 0,0d 3,00
Foreign Sovereign rating S&P 1,4 1,88 100 17,00
Corruption Index 7,43 1,08 0,0d 10,00

Table 3.6: Descriptives S&P rated banks
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Variables Moody's rated banks Mean Std.Dev. Min Max
Moody's rating Dec 5,10 2,70 1,00 17,00
a3ylnassets 9,66 2,06 3,06 14,75
Specialisation dummy 0,00 1,00
Consolidation dummy 0,00 1,00
Audited Statement Dumn 0,00 1,00
Liquidity
a3y Interbank ratio 669,55 1171,69 0,02 6499,22
a3y Liquid Assets to Customer ST Fund 32,86 32,80 0,00 125,18
a 3y Liquid Assets to Deposits and Borrowing 21,69 20,34 0,0( 85,683
a3y Liquid Assets to Total Ass: 0,17 0,18 0,00 0,89
a3y Bank Deposits to Total Ass 0,21 0,15 0,00 0,95
a3y Liquid Assets to Deposits 0,38 0,38 0,00 1,37
a3y Loan to Total Assets 0,60 0,23 0,00 0,99
a3y Deposits to Total Assi 0,60 0,20 0,00 0,96
a3y Net Loan to Total Ass¢ 0,58 0,23 0,00 0,99
a3y Loan to deposits 1,14 0,92 0,00 9,91
Profitability
a3y ROE (Net Income to Equi 0,11 0,08 -0,14 0,38
a3y ROA (Operating Income to Asst 0,01 0,01 -0,02 0,04
a3y Net Interest Margin 262 2.06 -3,60 10,32
a3y Cost to Income 0,74 0,34 -0,19 1,76
Solvency
a3y Equity to Total Asse 0,09 0,08 -0,28 0,97
a3y Equity to Liability 8,97 5,68 -10,43 25,88
a3y Equity to Risky Assets 0,15 1,56 -0,38 134,48
a3y Core Capital tEquity 0,10 0,08 0,39 0,97
a3y Common Equity to Total Ass 0,08 0,08 -0,28 0,98
Asset quality
a3y Loan Loss Provisions to Ass 0,00 0,00 -0,01 0,02
a3y Loan Loss Provisions to Net Interest Revenue 0,16 0,17 -0,39 0,73
a3y Loan Loss Provisions to Loans 0,01 0,01 -0,02 0,03
a3y Risky Assets to Total assets 0,79 0,19 0,00 1,00
Operational Efficiency
a3y Overhead to Total Ass 0,02 0,03 0,00 0,56
a3y Overhead to Total Expenses 0,38 0,21 0,00 1,00
a3y Operational Expenses to Total Assets 0,05 0,02 0,00 0,12
Country Variables
Capital regulation index 5,95 1,22 2,00 9,00
Diversification and Liquidity Index 2,0 0,86 0,00 3,00
Accounting Disclosure 2,85 0,36 0,00 3,00
Foreign Sovereign rating Moody's 2,2 3,09 1/00 007,
Corruption Index 7,15 1,72 0,00 10,00

Table 3.7: Descriptives Moody’s rated banks
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Year S&P  full | S&P our | % cover Mean Moody’s Moody'’s %cover Mean
rating sample full rating | our
sample US-EU sample sample
US-EU
200( 127¢ 57z 45.9% 6.12 82¢ 34€ 41.2% 493
2001 1264 594 47% 6.0¢ 83¢ 35¢ 42.8% 4.84
200z 126¢ 59¢ 47.4% 6.2% 82€ 36¢ 44.2% 4.9C
2003 1267 610 48.1% 6.24 857 384 44.8% 5.06
2004 1280 610 47.7% 6.18 885 413 46.7% 5.04
2005 1317 612 46.5% 6.07 945 449 47.5% 5.16
2006 2672 1747 65.4% 5.33 1005 479 47.6% 5.30
2007 2698 1738 64.4% 5.27 1054 506 48% 4.85
200¢ 266¢€ 1701 63.8% 5.42 105¢ 50z 47.5% 5.1F
200¢ 260¢ 166¢ 64% 5.5t 1024 48¢ 47.5% 5.8z
Table 3.8: Overview S&P and Moody’s cover in Decemb
Banks Banks Moodys | S&P Banks with
All All only only banks banks 2 ratings at
banks banks Moody's | S&P with 2 with 2 the same
Moody's | S&P rating ratings ratings ratings | time
680 2046 293 1659 387 387 208
2000 346 572 101 295 245 2107 210
2001 359 594 111 316 248 278 207
2002 365 599 120 315 245 284 212
2003 384 610 131 32( 258 290 218
2004 413 610 151 323 262 287 218
2005 449 612 169 323 280 289 234
2006 479 1747 191 1455 288 292 242
2007 506 1738 201 1449 305 289 255
2008 502 1701 199 1419 3083 282 250
2009 486 1668 185 1396 301 212 243

Table 3.9: Overview of different number of banksample
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Moody’s - S&P | Jan % Apr % Dec %
09 09 09
Freq Freq freq
-8 1 0.4%
-7
-6 2 0.8%
-5 1 0.4%
-4 4 1.6% 1 0.4% 3 1.23%
-3 33 13.2% 25 10.129 25 10.29%
-2 80 32% 85 | 34.419 73| 30.04%
-1 71 28.4% 59 23.899 62 25.51%
0 41 16.4% 37 14.989 40 16.46%0
1 13 5.2% 24 9.72% 27 11.11%
2 3 1.2% 8 3.24% 5 2.06%
3 3 1.23%
4 1 0.41%
5 2 0.81% 1 0.41%
6 1 0.4% 1 0.40% 1 0.41%
7 1 0.4% 2 0.81% 1 0.41%
8 1 0.4% 1 0.40% 1 0.41%
Table 3.10: Rating differences Moody’s — S&P
Distribution of Moody’s | Distribution  of  Moody’s
relative to S&P Jan09 relative to S&P Dec 09
% rated lower ( better) 76% 67%
% rated same 16,4% 16,5%
% rated higher ( worse) 7,6% 16,5%
Average diff in rating| 1,59 1,53

notches

Table 3.11: Rating differences between agenciesnsugn
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a3y a3y a3y a3y LLP to | a3y Cost-
egtoliab a3y Inass | opexpTA ligassTA Sov Rating | L to-inc
a3yc eqto
liab 1
a3y
Inassets -0.3627 1
a3y
operatexp
TA 0.3303 -0.3329
a3y ligass
to TA 0.0166 -0.1397 -0.0560
Sovereign
rating
Moodys 0.2795 -0.4309 0.3483 0.1214 1
a3y LLP to
Loans -0.0347 -0.0130 -0.0499 0.0021 -0.0261 1
a3y Cost-
to-inc -0.1467 0.3343 -0.3296 0.0282 -0.0046 -0.0504
Table 3.12: Correlation table final regression S&P
a3y
a3y cost-to- S&P sov a3y LLP to | LigAssD&
inc a3y Inass | rating L B Inzindex3y | a3y eqta
a3y cost-to-
inc 1
a3y
Inassets -0.1959 1
S&P
sovereign
rating -0.0046 -0.0790
a3y LLP to
Loans 0.0023 -0.0616 0.0431 il
a3y LigAss
to
Dep&Bor 0.1603 0.1478 0.2387 -0.0529 1
Inzindex3y | -0.0690 -0.2173 -0.1053 0.0260 -0.1519 1
a3y eqta -0.1624 -0.1184 0.0589 0.0883 0.1270 -0.0396

Table 3.13: Correlation table final regression Mgtz
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S&P Dec Baseline

3-year averages

S&P Dec Baseline

5-year averages

Variable Estimate Estimate
Cost to Incom 5.196776*** 4.687133***
(0.000) (0.000)
Ln assets -0.6194814*** -0.7901151**
(0.000) (0.000)
Equity to TA -5.118269*** -3.943429***
(0.000) (0.001)
Loan loss provisions to loang 4.601818** 8.928692***
(0.040) (0.001)
Liquid assets to deposits and -0.028153*** -0.0512166***
ST borrowing (0.000) (0.000)
Lnzindex3y -0.1336408** -0.3728674***
(0.022) (0.000)
Foreign sovereign S&P 1.347701*** 1.546909***
(0.000) (0.000)
Log Likelihood -2512.2881 -2032.0832
Level 2 variance (spid) 26.91959 29.02448
Level 3 variance(country) 2.12561! 2.297602

Table 3.14: Model Output S&P Long

The above table reports the results of the S&Paamithtercept logistic regression for the period @00

to 2009 including 3-year and 5-year averages ofittamcial variables.

S&P Dec S&P Dec S&P Dec S&P Dec
Including Trend Including Trend Including Trend Including
and Recession and yield curve Inflation Trend and
Index Employment
Growth
Variable Estimate Estimate Estimate Estimate
Cost to Income 5.489887*** 5.722678*** 5.062131*** 7.079094***
(0.000) (0.000) (0.000) (0.000)
Ln assets -0.4562176*** -0.4676049*** -0.531818*** -0.6966713***
(0.000) (0.000) (0.000) (0.000)
Equity to TA -1.547696 -1.43106! 2,72159! -1.35696***
(0.098) (0.128) (0.275) (0.004)
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Loan loss provisiong 5.079919* 4.844494 5,80232*** 2.480321
to loans (0.012) (0.113) (0.000) (0.113)
Liquid assets t -0.0298485** -0.0331123** -0.0241177*+ -0.039397***
deposits and ST (0.000) (0.000) (0.000) (0.000)
borrowing
Lnzindex3y -0.1249129* -0.1390435* -0.1379403* -0.2086796***
(0.033) (0.019) (0.013) (0.007)
Foreign sovereign 1.203286*** 0.9449514*** 1.402741*+* 1.142884***
S&P (0.000) (0.000) (0.000) (0.000)
Trenc -0.062241 -0.028342 -0.022093: -0.041793
(0.160) (0.428) (0.566) (0.280)
Business Cycle -0.2661059 -0.0022072 0.0045229 0.1126366
Indicator (0.187) (0.429) (0.438) (0.246)
Log Likelihood -2505.821 -2443.424. -2520.069! -2235.082
Level 2 variance 27.82491 28.04159 28.13858 27.58594.
(spid)
Level 3 3.5233082 3.4384507 0.91972696 1.925792
variance(country)

Table 3.15: Model Output S&P Long including trentlebusiness cycle indicator

The above table reports the results of the S&Paamithtercept logistic regression for the period @00

to 2009 including 3-year averages of the finangdaiables, a trend and a business cycle indicator.

Moody’s Dec Baseline| Moody’s Dec Baseline
3-year averages 5-year averages
Variable Estimate Estimate
Cost to Income .5994322*** 0.4361869***
(0.005) (0.000)
Ln asset -1.058399*** -0.3796626*
(0.000) (0.000)
Equity to liability -0.088408*** 0.0108524
(0.000) (0.662)
Loan loss provisions to loa 0.0698032*** 0.1042066***
(0.000) (0.002)
Liquid assets to TA -3.911369*** -3.734909***
(0.000) (0.000)
Operational Expto T. 46.01728*** 60.79261***
(0.000) (0.000)

153



Foreign sovereign Moody's 0.8765789*** 1.132645*+
(0.000) (0.000)

Trenc

Recession Inde

Log Likelihood -1438.4703 -1335.6296

Level 2 variance (spid) 12.53144 15.049626

Level 3 variance(country) 3.8184876 2.7645005

Table 3.16: Model Output Moody’s Long

The above table reports the results of the Moothrglom intercept logistic regression for the period

2000 to 2009 including 3-year and 5-year averafésedfinancial variables.

Moody’s Dec

including trend

Moody’s Dec

including trend

Moody’s Dec

including trend

Moody’s Dec

including trend

and recession and slope of the and inflation and employment
index yield curve growth
Variable Estimate Estimate Estimate
Cost to Incom 0.068634 -0.167257 0.001982 0.9038672**
(0.794) (0.500) (0.992) (0.001)
Ln assets -0.5462733*** -1.150998*** -1.180972*** -0.699192***
(0.000) (0.000) (0.000) (0.000)
Equity to liability 0.038977! -0.0604277* -0.027774 0.046988
(0.2412) (0.015) (0.387) (0.051)
Loan loss provisiong  0.0852536*** 0.0689337*** 0.0659441*** 0.0825072***
to loans (0.000) (0.000) (0.000) (0.000)
Liquid assetsto T. -4.363802*** -5.83761*** -6.247318*** -5.646693***
(0.000) (0.000) (0.000) (0.000)
Operational Exp to 56.03593*** 39.1876*** 45.17666*** 52.60868***
TA (0.000) (0.000) (0.000) (0.000)
Foreign sovereigr 1.299636*** 1.047297*** 0.8984238** 1.607647***
Moody’s (0.000) (0.000) (0.000) (0.000)
Trend -0.1862029*** -0.2721508*** -0.345014*** -0.2346926***
(0.001) (0.000) (0.000) (0.000)
Business cycl 0.297924 0.0078845* 0.0134082 -0.1889426*
indicator (0.199) (0.046) (0.067) (0.014)
Log Likelihood -1421.0114 -1318.8795 -1416.9092 -1249.0864
Level 2 variance 14.70757 12.017845 13.055482 16.317541

(spid)
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Level 3

variance(country)

2.5685926

1.8165813

1.5047985

2.5098084

Table 3.17: Model Output Moody’s Long includingnileand business cycle indicator

The above table reports the results of the Moodsrslom intercept logistic regression for the period

2000 to 2009 including 3-year averages of the firenvariables, a trend and a business cycle

indicator.
Moody’s Dec including | Moody’s Dec including | Moody’s Dec including
trend and slope of the trend and inflation trend and employment
yield curve growth
Variable Estimate Estimate Estimate
Cost to Incom 0.674567 1.416424*** 1.838931***
(0.169) (0.000) (0.000)
Ln assets -1.042867*** -0.7708857*** -1.344302**
(0.000) (0.000) (0.000)
Equity to liability -0.0596341* 0.003404 -0.0732229***
(0.013) (0.927) (0.002)
Loan loss provisions to 0.0037361 0.0181854 0.0093974
loans (0.900) (0.560) (0.781)
Liquid assets to T. -7.077562 -6.416664*** -4.332611***
(0.000) (0.000) (0.000)
Operational Exp to TA 24.76133** 46.58874*** 26.78743***
(0.002) (0.000) (0.000)
Foreign sovereigr 1.037197*** 1.000502*** 0.9131326**
Moody's (0.000) (0.000) (0.000)
Trend 0.0227778 -0.0880097 -0.0581661
(0.925) (0.736) (0.826)
Business cycle indicat -0.0068495 0.012526! -0.2653421**
(0.081) (0.124) (0.005)
Cost to income-yearly 2.493567 2.24924 2.169972
mean (0.115) (0.133) (0.210)
Ln asset-yearly mea 2.89560:. 3.97627! 4.30405°
(0.288) (0.213) (0.192)
Eq to liab — yearly mean 2.699987** 2.889452** 3.43646*
(0.013) (0.012) (0.060)
LLP to Loan-yearly -0.08475437** -0.873141* -1.032958***
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mean (0.006) (0.014) (0.006)

Lig ass to TA- yearly -82.77463 -105.9233 -101.9383
mean (0.305) (0.255) (0.285)
Oper Exp to T yearly -98.413¢ -93.95716*** -140.6661***
mean (0.000) (0.000) (0.000)

Log Likelihood -1304.4894 -1400.1572 -1225.2254
Level 2 variance (spid) 11.63032 13.73870. 16.12393
Level 3 2.225898 3.108292 6.220704¢
variance(country)

Table 3.18: Model Output Moody’s Long includingnileand business cycle indicator and yearly

means of financial averages

The above table reports the results of the Moodsrslom intercept logistic regression for the period

2000 to 2009 including 3-year averages of the firrvariables, a trend, a business cycle indicator

and the time series of the yearly cross-sectionalages of the included financial variables.

S&P Jan ‘09

3-year averages

S&P Jan ‘09

5-year averages

Moody’s Jan ‘09

3-year averages

Moody’s Jan ‘09

5-year averages

Variable Estimate Estimate Variable Estimate Estimae

Cost to Incom 5.819897*** 5.171667*** Ln asset -0.4776386*** -0.4893602**
(0.000) (0.000) (0.000) (0.000)

Ln assets -0.1958357 ***| -0.1792552*** | Equity to Liab -0.0611345** -0.0602759**
(0.000) (0.001) (0.021) (0.023)

Equity to TA -3.884725 * -4.064304 * Oper exp to T/ 29.55236*** 23.22541%**
(0.019) (0.016) (0.000) (0.000)

Loan loss 65.62607*** 57.44782 *** Liquid assets to -1.414359* -1.160614

provisions to (0.000) (0.003) TA (0.076) (0.164)

loans

Liquid assets to

-0.0328701 ***

-0.0300719***

Diversification

-0.9640177***

-0.9511796***

deposits and ST (0.000) (0.000) and Liquidity (0.000) (0.000)
borrowing index
Lnzindex3y -0.2410697 ** -0.2742442%*
(0.001) (0.000)
Foreign 0.7462133*** 0.7226036 ***
sovereign S&P (0.000) (0.000)
Log Likelihood -581.4925 -595.1396: Log Likelihood -361.5533 -372.7248
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Level 2
variance

(country)

0.8501679

0.87666464

Level 2
variance

(country)

0.43270066

Table 3.19: Output S&P and Moody’s cross-sectidndl

The above table reports the results of the S&PModdy’s cross sectional analysis for the year 2009

including 3-year and 5-year averages of the firgnariables.

S&P S&P Moody'’s Moody'’s

S&P Rating Jan 09 Estimate Moodys Rating Jan 09 Eishate

Cost to Incom 3.148795%** Ln asset -0.2524702*
(0.000) (0.000)

Ln assets -.0913528*** Equity to Liab -0.0348663***
(0.000) (0.009)

Equity to TA -1.408312 Operexpto T, 16.9863***
(0.098) (0.000)

Loan loss provisions to 49.37193*** Liquid assets to TA -0.6980036*

loans (0.000) (0.095)

Liquid assets to deposi -0.0182327*** Diversification anc -0.6124702***

and ST borrowing (0.000) Liquidity index (0.000)

Lnzindex3y -0.1661964***
(0.000)

Foreign sovereign Sé& 0.3779692**
(0.000)

Selection Selection

Cost to Income -1.331666*** Cost to Income -0.072279
(0.006) (0.773)

Fix assetsto T. 27.21285*** Fix assetsto T. -3.03799
(0.001) (0.682)

Ln assets 0.5561019*** Ln assets 0.3349411***
(0.000) (0.000)

Quotec 0.3714975* Quotec 0.4762711*
(0.012) (0.008)

Loan to TA 0.7918258** Loan to TA -0.1300985
(0.016) (0.719)

Debt to E« 0.000776. Debt to Et -8.30¢-06
0.652 (0.954)
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Log Likelihood

-844.87005

Log Likelihood

-549.27385

Likelihoodratio for
rho=0

Chi2 (1) = 5.49
Prob>=chi2= 0.019

Likelihoodratio for
rho=0

Chi2 (1) = 0.54
Prob>=chi2=0.464

Table 3.20: Sample Selection Model

The above table reports the S&P and Moody’s samsgliection model for banks that receive a rating

from both rating agencies.
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Figures
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Figure 3.1: Notch Differences S&P Long 1-7 (3-yagerages)

The above figure and table report the out-of-sampleh differences for the S&P model including 3-
year averages. The histogram shows the cumulatimgracy for increasing notch differences between

the true S&P rating and the rating estimated bynbéel.

Cumulative Notch differences Cumulative Notch differences
73.44%
95.68%
99.71%
99.88%
100%
100%
100%

1,20

1,00 -

040 -

0,60 - B Cumulative Notch
differences

o |01 [~ (W N [~ O

040 -

020 -

0,00 -

Figure 3.2: Notch Differences S&P Long 1-7 (5-yagerages)
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The above figure and table report the out-of-sampleh differences for the S&P model including 5-
year averages. The histogram shows the cumulatimeracy for increasing notch differences between

the true S&P rating and the rating estimated bymbeel.
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Figure 3.3: Notch Differences S&P Long 1-7 (3-yaserages including trend and recession index)

The above figure and table report the out-of-sampleh differences for the S&P model including 3-
year averages, trend and recession index. Theghistoshows the cumulative accuracy for increasing
notch differences between the true S&P rating aeddting estimated by the model.
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Figure 3.4: Notch Differences Moody’s Long 1-7 &xfyaverages)
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The above figure and table report the out-of-sampbéch differences for the Moody's model
including 3-year averages. The histogram shows dim@ulative accuracy for increasing notch

differences between the true Moody’s rating andr#tieg estimated by the model.
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Figure 3.5: Notch Differences Moody's Long 1-7 @afyaverages)

The above figure and table report the out-of-sampbéch differences for the Moody's model
including 3-year averages. The histogram shows din@ulative accuracy for increasing notch

differences between the true Moody’s rating andr#tieg estimated by the model.

Cumulative Notch differences

Cumulative Notch differences

47.44%
92.65%
99.11%
99.89%
99.89%

100%

100%

1,20

1,00 -

040 -

0,60 -

B Cumulative Notch
differences

0,40 -

o |01 |~ (W (N |- |O

0,20 -

0,00 -

Figure 3.6: Notch Differences Moody's Long 1-7 €afyaverages including trend and recession
index)

161



The above figure and table report the out-of-sampbéch differences for the Moody's model
including 3-year averages, trend and recessiorxintiee histogram shows the cumulative accuracy
for increasing notch differences between the trusod§’s rating and the rating estimated by the

model.
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Figure 3.7: Notch Differences S&P Cross Sectiondl (B-year averages)

The above figure and table report the out-of-sampleh differences for the S&P model including 3-
year averages. The histogram shows the cumulatimgracy for increasing notch differences between
the true S&P rating and the rating estimated bymbeel.
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Figure 3.8: Notch Differences S&P Cross Sectiondl (b-year averages)

The above figure and table report the out-of-sampleh differences for the S&P model including 5-
year averages. The histogram shows the cumulatimgracy for increasing notch differences between
the true S&P rating and the rating estimated byntbéel.
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Figure 3.9: Notch Differences Moody's Cross Seclioh-7 (3-year averages)

The above figure and table report the out-of-sampbéch differences for the Moody's model
including 3-year averages. The histogram shows dim@ulative accuracy for increasing notch

differences between the true Moody’s rating andr#tieg estimated by the model.

163



Cumulative Notch differences Cumulative Notch differences
55.03%
91.95%
95.97%
98.65%
100%
100%
100%

1,20

1,00

080 -

0,60 - B Cumulative Notch

(ifferences

o |01 |~ W N [ |O

040 -

0,0 -

0,00 -

Figure 3.10: Notch Differences Moody’s Cross Seatid -7 (5-year averages)

The above figure and table report the out-of-sampbéch differences for the Moody's model
including 5-year averages. The histogram shows dinmulative accuracy for increasing notch

differences between the true Moody'’s rating andr#tieg estimated by the mod
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General Conclusion

Over the past decade the economic environment bBas bharacterised by high-profile business
scandals in which different company stakeholdeneviresolved. As a result, the concern surrounding
risk management and focus on it have increasedatieaily. Moreover, the latest crisis and recession
call for enhanced risk management practices witlremsiringent laws and regulations. This is
especially true for financial institutions, whossalvency might result in substantial losses witlkyen

spill-over effects to different parts of the ecoryorRinancial institutions play a crucial role inday’s

globalized economy and as a consequence of diffel@relopments and various impulses, their risk
profile has evolved dramatically, making the finahcsystem much more vulnerable to macro-
economical shocks. In light of the recent developsethis dissertation is contributing to the
fundamentals of capital regulation of financialtingions and the use of internal and externahgi

in that respect.

The latest crisis has revealed that the Baselclisamn making prudential capital more closely aijn

to the banks’ own economic capital, could not dffee implosion of the financial system.
Furthermore, it became clear that pre-crisis chptendards were too weak for the types of risk tha
emerged. As a consequence, the Basel Committeewisworking on a Basel Il accord, whose
ultimate goal is to fundamentally strengthen glategpital standards. The question of course remains

whether the suggested changes will address theig&asel Il in a sufficient and accurate way.

The first chapter of this dissertation focuses apital requirements as the foundation of bank
regulation. More specifically, we look at whethedahow European banks adjust their behaviour in
line with the regulatory framework. Based on selvamzrviews with different bank stakeholders, we

develop an understanding of current practices wagipect to risk management, internal rating models,
regulatory and economic capital, Basel Il impleraéph and Basel Il expectations. In doing so, we
are addressing another objective of the Basel descthie creation of a level playing field.

Based on our interviews it is clear that Baselds been a first step in the right direction. Bdkical
parties agree that it has played an importantirotbe evolution of risk management, mainly by the
introduction of internal models and pillar 2 econoroapital. European banks seem to move in the
same direction for regulatory capital, howeverdoonomic capital practices there is still a longywa
to go and the room for regulatory capital arbitragmains to exist. Where Basel Il has proven its
strengths when it comes to risk management; ingoriaivg downturns, the capital requirements under
Basel Il are considered less useful. The majoffitthe respondents feel that the loopholes, theescop

and the room for interpretation are too big to middeeBasel Il regulatory framework successful.
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As a result, all parties agree that a new reguiai® necessary; however there is quite some
disagreement on how this should be done. The chomge should consider some limitations. The
new regulation should be practical, meaning thahituld be possible for supervisors to control it
effectively and for all banks to apply it with rélee ease. The political limitations should be
considered and its impact on the total welfare khba optimized. Finally, the new regulation should
also be acceptable for the majority of the banéking into account their differences in activities,

ownership structure, size etc.

It has been suggested that Basel Il did not inchudécient capital requirements. Banks believe tha
regulatory capital should be increased, but onlg iimited way. Regulators and supervisors (R&S)
and academics and opinion leaders (A&Os), warrhefriegative effects higher capital requirements
could have on an already damaged economy. Thisyscapital requirements should be introduced in
the long term. Even though higher capital requineimigork on two levels by creating a buffer and by
limiting the creation of asset bubbles, it is cléhat higher capital requirements will never be
sufficient when another financial crisis comesstibuld only be one of many changes in the new

regulation.

European bankers are mainly afraid of the impa¢hefnew accounting and liquidity rules and they
all stress the importance of a reinforced rolehef supervisors. Banks believe that reinforcemedt an
the realization of effective supervision is the mariterion for the realization of a more stable
financial market. This confirms the important raler research assigns to the supervisor. One of the
major difficulties will be to make a reliable estite on how far the capabilities of supervisors go.
Another difficulty on the subject of supervisiontigt it is still a national responsibility thatlinmot

be centralised very quickly for political reasodssolution for this is a European coordination of
supervision - the so-called level two supervisicame an increased communication and cooperation

between supervisors.

We believe Basel Il entails a lot of improvemelmtit in line with the A&Os and R&S, we feel that
Basel Il should look more comprehensively at tis&g. In our view one of the main weaknesses in
Basel Il is the risk weighting of assets, whichirikerently backward-looking and easy to game. The
fact that banks will need to hold much more commquity than before, will probably increase the
incentive to find low-risk-weight assets which che leveraged much more than risky assets.
Furthermore banks will be incentivized to incregeterns without increasing measurable risk and thus

will further push risk in the tails. The questiohamurse remains whether some Basel Accord could
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ever really avoid this; but it's important to keepmind and it again stresses the crucial roleasfko

supervision.

We can never expect a regulation to prevent alkingncrises in future, and anythinghich reduces
its likelihood is a good thing. Our research shdhat financial stability cannot be realized by one
single measure, or in one single day. It will tikee and will consist of many different regulatipas

a result of a compromise between regulators, pwits and bankers.

Another type of financial institution that has bdmth victim and cause in the financial crisis gre
insurance companies. Due to the Solvency |l Divegtalso insurance companies are currently being
confronted with new regulatory requirements. Onéhefconsequences of this planned reform will be
a shift in focus to internal-based models for datemg the minimum regulatory capital needed to
cover unexpected losses. In the second chaptéisofiissertation, we develop a simple and intuitive
credit rating model with a high degree of accuramd reliability for the European corporate

exposures of an insurance company.

Taking into account the limited data and modelliegperience of most insurance companies,
combined with the fact that external ratings han@/en to be a reasonably good indicator of corjgorat
credit quality, we suggest exploiting the expertigeexternal rating agencies by mimicking their
ratings. It is often argued that internal ratingteyns differ a lot from the systems used by externa
agencies and that, as a result, the mapping becomssble. By combining credit scoring and
mapping in one exercise, we have addressed sorttee gifotential biases and instability issues that

might arise.

After thorough analysis, we find a logit model inding six variables. The major strands of intuition
that run through most of previous academic liteatre confirmed in this chapter. Highly leveraged
counterparts are more vulnerable to default becerlaévely modest fluctuations in value can cause
insolvency. Moreover, companies having low EBITDAsales ratios, a low return on assets, a poor
recent cash flow and/or returns are more vulnerbbtause earnings are autocorrelated. On the other
hand, large firms are less likely to default agthave more diversified resources and an easiesacc
to capital markets. Also country risk and industigssification are significant variables in our rabd
Using several measures, the model proves to ootperélternative models. Out-of-sample, almost
88% of companies are classified correctly up to tvatches of the real S&P rating. Besides its
accuracy, the model proves easy to use and to .aQulite a lot of models have been built with
information that is available for only a limitedmber of counterparties, requiring broad applicapili

to be set as an important characteristic of ourehod
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While upgrading financial regulations and supepnsiin order to prevent future crises, many
authorities are being confronted with the fact tiekts taken in the process of financial intermgdra
are difficult to observe and assess from outside fthancial institution. In the absence of tight
regulations, this opaqueness exposes banks tcanthsystemic risk. In order to reduce this lack of
transparency, credit rating agencies (CRASs) proinflarmation that can help various stakeholders to
evaluate the credit risk of issues and issuersn HBvaugh CRAs have been criticized a lot in thedat

crisis, for many observers of financial marketgdirratings continue to play an essential role.

The third chapter of this dissertation presentsiret pxamination of how different factors influertbe
assignment of S&P and Moody’s long term bank ratingsing a unique data set covering different
regions, bank sizes, and bank types. In doing soinalude new and accurate measures of bank and
country specific variables. We find that S&P and ddg's use a different rating process. More
specifically, when we analyse S&P bank ratings iwd the same variables to be significant in a panel
data setting from 2000 to 2009 and in the year 2008 could indicate that S&P is rating through-
the-cycle, which is further confirmed by the fabtatt no business cycle indicator seems to have a
significant impact on the S&P bank ratings. Moodg&ems to adjust its rating process throughout
time. Different indicators are significant for tiperiod 2000 to 2009 compared to the period 2009.
Furthermore, we find that 3 out of 4 business cywetiicators are significant. After controlling for
cyclical changes to business and financial ridks,dlope of the yield curve and employment growth

stay significant. Both of these findings could beerpreted as an indication of excess cyclicality.

Even though our focus is on the cyclical propertésatings, we also provide evidence on trend
behaviour of bank ratings. Our results indicatet ghevious findings of a secular tightening of
corporate rating standards do not hold for banksreMspecifically, after the inclusion of more
complete measures of systematic changes to riskingeno significant trend behaviour neither for
Moody’s nor for S&P. Finally, we checked our finds on a sample of banks that are rated by both
rating agencies while controlling for potential gdenselection bias. We find only limited evidende o

mimicking behaviour between Moody’s and S&P.

This paper provides clear evidence that Moody’s 88 do not have equivalent rating scales and
rating processes. More specifically, it is showratttMoody’'s and S&P have different rating
determinants, different sensitivity towards theibess cycle and behave differently when rating bank
that are rated by both of them.

We believe that the findings of this dissertatioa highly relevant for various bank stakeholderd an

academics. As such, we hope that the outcome ahoee chapters will be used in further discussions
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on the regulation of financial institutions, thderof ratings and rating agencies and finally, omtio

reduce the tension field between theory, reguladimh economic reality.
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