
S KU LEUVEN
FACULTEIT ECONOMIE EN
BEDRIJFSWETENSCHAPPEN

Business-Oriented Data
Analytics: Theory and

Case Studies

Proefschrift voorgedragen tot

het behalen van de graad van

Doctor in de Toegepaste

Economische Wetenschappen

door

Thomas VERBRAKEN

Nummer 427 2013





iii

Committee

Supervisor Prof. dr. Bart Baesens KU Leuven
Prof. dr. Marnik Dekimpe Tilburg University
Prof. dr. Theodoros Evgeniou INSEAD
Prof. dr. ir. David Martens Universiteit Antwerpen
Prof. dr. Martina Vandebroek KU Leuven
Dr. Bram Vanschoenwinkel AE

Daar de proefschriften in de reeks van de Faculteit Economie en
Bedrijfswetenschappen het persoonlijk werk zijn van hun auteurs,
zijn alleen deze laatsten daarvoor verantwoordelijk.





To Évi and my parents,
For their loving support.





vii

Acknowledgments

First and foremost, I want to thank my promoter, prof. dr. Bart
Baesens, for his excellent advice and the opportunities he offered
me throughout my PhD. He guided me towards promising research
topics, while giving me the freedom to pursue those ideas which
looked interesting to me. Furthermore, I know few people who are
able to enthuse their employees the way he does, and I very much
enjoyed working with him.

Likewise, I am thankful to prof. dr. David Martens for his in-
telligent and involved advice, for his encouragement, and for the
interest he always showed. I also appreciate the amusing and pleasant
conversations we had, during a coffee break at work or with a beer
after work.

I am grateful to prof. dr. Marnik Dekimpe, prof. dr. Theodoros
Evgeniou, prof. dr. Martina Vandebroek, and dr. Bram Vanschoen-
winkel, for being part of my PhD committee and for their valuable
insights and suggestions during my doctoral seminars. I also would
like to thank prof. Ben Immers and prof. dr. Chris Tampère for their
role in my early academic career at the Traffic and Infrastructure
Centre at KU Leuven. Prof. dr. Frank Goethals, prof. dr. Stefan
Lessmann, prof. dr. Richard Weber, prof. dr. Sebastián Maldon-
ado, and dr. Cristián Bravo deserve my gratitude for the fruitful
research collaborations which have been an important part of my
PhD research.

Although being a PhD student is a rather individual job, the
importance of colleagues cannot be underestimated. I would like to
thank all of them for the interesting conversations, the occasional
beer, and their support, both moral and technical. I especially want



viii

to thank prof. dr. Wouter Verbeke, a former colleague but most of
all a very good friend, for his enthusiastic help – without him, my
academic career would have looked completely different.

Without question, I very much appreciate the unconditional and
everlasting support of my parents, brothers, sister and my soon to
be parents-in-law and brother-in-law. Thank you for always being
there, in good and bad times. And finally, last but not least, I want
to thank the woman who makes me smile every day again, my fiancée
I am lucky to marry in nine days, Évi.

Leuven, September 12, 2013.



ix

Contents

Committee iii

Acknowledgments vii

Table of Contents ix

Preface xiii

I Profit-driven data analytics 1

1 Introduction 3
1.1 Predictive analytics in the industry . . . . . . . . . . 3
1.2 Profit-driven classification . . . . . . . . . . . . . . . 5

2 The EMP framework 7
2.1 Introduction to classification . . . . . . . . . . . . . . 7
2.2 Business context – costs and benefits . . . . . . . . . 10
2.3 Classification performance measurement . . . . . . . 12

2.3.1 Traditional performance metrics . . . . . . . 12
2.3.2 ROC curves and AUC . . . . . . . . . . . . . . 14
2.3.3 The H measure . . . . . . . . . . . . . . . . . 15

2.4 A profit-based performance measure . . . . . . . . . . 17
2.4.1 Deterministic approach: MP . . . . . . . . . . . 17
2.4.2 Probabilistic approach: EMP . . . . . . . . . 18
2.4.3 EMP and ROC curves . . . . . . . . . . . . . 19

2.5 Conclusion . . . . . . . . . . . . . . . . . . . . . . . 22



x CONTENTS

3 EMP for customer churn prediction 25
3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . 26
3.2 Costs and benefits in CCP . . . . . . . . . . . . . . . . 27
3.3 A profit-based measure for CCP . . . . . . . . . . . 30

3.3.1 MP for customer churn . . . . . . . . . . . . 30
3.3.2 EMP for customer churn . . . . . . . . . . . . . 31
3.3.3 Sensitivity of EMP . . . . . . . . . . . . . . . 33

3.4 EMP in practice . . . . . . . . . . . . . . . . . . . . . 34
3.4.1 Parameter values . . . . . . . . . . . . . . . . . 34
3.4.2 Empirical estimation of EMP . . . . . . . . . 35

3.5 EMP and the H Measure . . . . . . . . . . . . . . . 38
3.6 Case Study . . . . . . . . . . . . . . . . . . . . . . . . 41

3.6.1 EMP versus other performance measures . . . 41
3.6.2 Sensitivity analysis . . . . . . . . . . . . . . . . 47

3.7 Conclusion . . . . . . . . . . . . . . . . . . . . . . . 49

4 EMP for consumer credit scoring 51
4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . 51
4.2 Cost and benefits in credit scoring . . . . . . . . . . 52
4.3 A profit-based measure for CS . . . . . . . . . . . . . . 54
4.4 Empirical estimation of EMP . . . . . . . . . . . . . . 57
4.5 Case study . . . . . . . . . . . . . . . . . . . . . . . 59

4.5.1 Consumer credit data set . . . . . . . . . . . 60
4.5.2 Experimental setup . . . . . . . . . . . . . . . . 61
4.5.3 Parameter tuning . . . . . . . . . . . . . . . . 62
4.5.4 Cutoff point determination . . . . . . . . . . . 64

4.6 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . 67

5 Toward profit-driven model building 69
5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . 69
5.2 Marketing analytics for customer churn management . 71
5.3 Research questions . . . . . . . . . . . . . . . . . . . 73
5.4 Methodology . . . . . . . . . . . . . . . . . . . . . . 75
5.5 Experimental design . . . . . . . . . . . . . . . . . . 76
5.6 Empirical results . . . . . . . . . . . . . . . . . . . . . 77



CONTENTS xi

5.7 Conclusion . . . . . . . . . . . . . . . . . . . . . . . 80

II Case studies in data mining 83

6 Customer churn prediction with Bayesian network
classifiers 85
6.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . 86
6.2 Customer churn prediction . . . . . . . . . . . . . . . 88
6.3 Bayesian network classifiers . . . . . . . . . . . . . . . 91

6.3.1 Bayesian Networks . . . . . . . . . . . . . . . . 91
6.3.2 The Naive Bayes Classifier . . . . . . . . . . 93
6.3.3 Augmented Naive Bayes Classifiers . . . . . . . 94
6.3.4 General Bayesian Network Classifiers . . . . . 98

6.4 Experimental setup . . . . . . . . . . . . . . . . . . . . 101
6.4.1 Data Sets and Preprocessing . . . . . . . . . . 101
6.4.2 Markov Blanket Feature Selection . . . . . . . 104
6.4.3 Bayesian Network Construction . . . . . . . . 105
6.4.4 Measuring Classifier Performance . . . . . . . 106
6.4.5 Testing Statistical Significance . . . . . . . . 110

6.5 Discussion of results . . . . . . . . . . . . . . . . . . . 111
6.5.1 Classification Performance . . . . . . . . . . . . 114
6.5.2 Complexity and Interpretability of the Bayesian

Networks . . . . . . . . . . . . . . . . . . . . 116
6.6 Conclusion . . . . . . . . . . . . . . . . . . . . . . . 119

7 Predicting online channel acceptance with social net-
work data 123
7.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . 124
7.2 Research method . . . . . . . . . . . . . . . . . . . . 128

7.2.1 Survey procedure . . . . . . . . . . . . . . . . 128
7.2.2 Respondent characteristics . . . . . . . . . . 130
7.2.3 Products presented in the survey . . . . . . . . 131

7.3 Social network classification . . . . . . . . . . . . . . 133
7.3.1 Relational classifiers . . . . . . . . . . . . . . 136



xii CONTENTS

7.3.2 Collective inference procedures . . . . . . . . 138
7.3.3 Alternative network classification methods . . 139

7.4 Empirical case study . . . . . . . . . . . . . . . . . . 140
7.4.1 Data preprocessing . . . . . . . . . . . . . . . 140
7.4.2 Experimental setup . . . . . . . . . . . . . . . . 141

7.5 Discussion . . . . . . . . . . . . . . . . . . . . . . . . 145
7.5.1 Practical relevance . . . . . . . . . . . . . . . 145
7.5.2 Differences across product groups . . . . . . . . 147
7.5.3 Impact of relational classifier and link type . 149
7.5.4 Limitations and suggestions for future research 152

7.6 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . 154

8 Conclusions and future research 159
8.1 Conclusions . . . . . . . . . . . . . . . . . . . . . . . 159

8.1.1 Profit-driven data analytics . . . . . . . . . . 159
8.1.2 Case studies in data mining . . . . . . . . . . . 161

8.2 Future research . . . . . . . . . . . . . . . . . . . . . 162
8.2.1 Profit-driven data analytics . . . . . . . . . . 162
8.2.2 Case studies in data mining . . . . . . . . . . . 164

List of Figures 167

List of Tables 168

Bibliography 171

Publication list 189

Doctoral Dissertations List 193



xiii

Preface

The amount of data stored by human beings has experienced an
explosive growth during the past decades. According to Hilbert and
López (2011), the worldwide data storage capacity amounted to
2.9 · 1020 bytes in 2007, and global storage capacity grew at an
annual rate of 23% between 1986 and 2007. These astonishing figures
illustrate the increasing importance of data in our modern society.
However, mere data would not be valuable without the ability to
extract information and knowledge from these vast databases. The
process of turning raw data into valuable information is known
under various names such as knowledge discovery from data (KDD),
data mining, or data analytics, and operates on the intersection of
disciplines such as artificial intelligence, machine learning, statistics,
and database systems.

Several data mining techniques have been developed in order to
analyze data in a growing number of application fields. According
to Fayyad et al. (1996), there are six classes of data mining tasks:
anomaly detection, association rule learning, clustering, summariza-
tion, regression, and classification. This PhD dissertation focuses on
binary classification, which entails the prediction of a binary target
variable, based on a number of dependent variables.

A myriad of classification techniques has been proposed in the
academic literature, each with their own merits. According to the
No Free Lunch theorem from Wolpert and Macready, there exist no
single best classifier; the choice of technique rather depends on the
characteristics of the data set being analyzed (Ali and Smith, 2006).
Essentially, when tackling a specific problem, one always needs to
select the optimal classifier for that particular context. Hence, even
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though classification techniques have been extensively compared to
one another, quality assessment of classification techniques remains
important.

A full quality assessment of classification techniques consists of
three dimensions. The main requirements for acceptance of a data
mining model, as identified by Martens (2008), are (1) the predictive
power, (2) its comprehensibility, and (3) its justifiability. The major
part of this thesis focuses on the predictive power of classification
models, thereby keeping a strong focus on the business context in
which the classification model is used. This leads to a new framework
for measuring the performance of classification models, the expected
maximum profit (EMP) measure. Furthermore, two independent
case studies are presented, which demonstrate the usefulness of data
mining in a business context. In what follows, the outline of this PhD
dissertation and the main contributions are discussed in detail.

Outline and contributions

This dissertation is divided into two main parts: Part I proposes
a profit-oriented approach towards classification, whereas Part II
presents two case studies in data mining.

Part I – Profit-driven data analytics

Chapter 2 – The EMP framework

This chapter proposes a theoretical profit-based framework for classi-
fication performance measurement, the EMP framework.

• A careful and general analysis of the employment of a classi-
fication algorithm in a business context is provided, and the
involved costs and benefits are outlined.

• The EMP framework is proposed, which is an abstract and
general framework for classification performance measurement
and can be implemented for different business contexts.
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• Attention is being paid to the link with other performance
metrics, especially the connection with the receiver operating
characteristic (ROC) curve is analyzed in detail.

Chapter 3 – EMP for customer churn prediction

In this chapter, the EMP framework is implemented for application
in a customer churn prediction context.

• The classification costs and benefits in the case of customer
churn prediction are identified, and the EMP measure for cus-
tomer churn prediction, EMPccp, is proposed.

• An estimation procedure – based on empirical ROC curves – is
provided. This enables the application of the EMPccp measure
in real life settings.

• The link between the H measure and the EMPccp measure is
investigated, and it is shown, analytically as well as empirically,
that the H measure – with appropriately chosen parameters –
is an approximation to the EMPccp measure.

• An extensive case study shows that the EMPccp measure leads
to other rankings than traditional performance measures, and
that EMPccp-based model selection leads to a higher profit than
AUC-based model selection.

• It is illustrated that the EMPccp measure provides information
about the fraction of the customer base which should be tar-
geted in a retention campaign, a feature which is not shared
with traditional performance measures.

• Finally, a sensitivity analysis reveals that the EMPccp is robust
to variations in the cost and benefit parameters.

Chapter 2 (the general EMP framework) and Chapter 3 (its im-
plementation for customer churn prediction) have been published
in:
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Verbraken, T., Verbeke, W., Baesens, B., 2013d. A novel profit maxi-
mizing metric for measuring classification performance of customer
churn prediction models. IEEE Transactions on Knowledge and Data
Engineering 25 (5), 961–973.

Chapter 4 – EMP for credit scoring

An implementation of the EMP measure for consumer credit scoring
is discussed in Chapter 4.

• The costs and benefits in the case of consumer credit scoring are
analyzed and EMPcs, an EMP measure tailored to consumer
credit scoring, is proposed.

• A procedure for the empirical estimation of EMPcs – based on
ROC curves – is established.

• A real life case study illustrates that EMPcs-based parameter
tuning leads to other parameter settings than AUC or accuracy-
based parameter tuning.

• The EMPccp measure provides information about the optimal
cutoff value, which is needed to operationalize the classification
model. It is shown that EMPccp-based cutoff determination
leads to higher overall profitability.

This chapter has been submitted for publication and is currently
under review:

Verbraken, T., Bravo, C., Weber, R., Baesens, B., 2013a. Development
and application of consumer credit scoring models using profit-based
classification measures. European Journal of Operational Research
(under review).

Chapter 5 – Toward profit-driven model building

Chapter 5 presents an exploratory study on the usefulness of profit-
driven model building.
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• The EMP framework is combined with ensemble selection (ES),
in order to analyze the impact of profit-driven model building.

• A real life case study in a customer churn prediction setting
is carried out, in order to assess four research hypotheses on
profit-driven model selection and model building.

• The empirical results show that using a profit-based measure
in the model building step leads to higher profitability, as
compared to traditional model building.

This chapter has been published in:

Verbraken, T., Lessmann, S., Baesens, B., 2012b. Toward profit-
driven churn modeling with predictive marketing analytics. In: Cloud
computing and analytics: innovations in e-business services. The
Eleventh Workshop on E-Business (WEB2012). Orlando (US), 15
December 2012 (accepted).

Part II – Case studies in data mining

Part II presents two standalone case studies on the application of
data mining in a business context.

Chapter 7 – Customer churn prediction with Bayesian net-
work classifiers

This study investigates the use of a specific type of classification
techniques, i.e. Bayesian network classifiers, for customer churn pre-
diction.

• An overview of the several Bayesian network classification
techniques is given, and a related algorithm for feature selection,
Markov blanket feature selection, is discussed.

• An extensive benchmarking study of Bayesian network classi-
fiers for customer churn prediction has been carried out. The
results indicate that most Bayesian network classifiers are not
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significantly better, neither worse, than traditional logistic re-
gression.

• Furthermore, the case study illustrates that Markov blanket
feature selection does not negatively impact the classification
performance, while reducing the number of variables, and thus
increasing interpretability.

• Finally, an example of a compact Bayesian network is given,
which performs well in terms of predictive accuracy and is
comprehensible, thereby fulfilling the requirements for the ac-
ceptance of a data mining model.

This chapter has been accepted for publication:

Verbraken, T., Verbeke, W., Baesens, B., 2013e. Profit optimizing cus-
tomer churn prediction with Bayesian network classifiers. Intelligent
Data Analysis (accepted for publication).

Chapter 8 – Predicting online channel acceptance with so-
cial network data

The second case study analyzes the use of social network-based
classification techniques to predict e-commerce acceptance.

• Information was gathered on the e-commerce acceptance of peo-
ple and their social network, through a survey. This information
is then used to investigate the use of social network classification
techniques for the prediction of e-commerce acceptance.

• The study reveals that knowledge of a person’s social network
is valuable to predict the person’s acceptance of the online
channel for buying different products.

• Hereby, no information is needed about the intensity of the rela-
tion. This means that a binary connectivity matrix is sufficient
to make meaningful predictions.
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• Finally, the results indicate that socio-demographic data is not
necessarily needed. Hence, social network data only is enough in
certain situations, which provides opportunities for companies
to identify potential customers for their online shop.

This chapter has been accepted for publication:

Verbraken, T., Goethals, F., Verbeke, W., Baesens, B., 2013b. Pre-
dicting online channel acceptance with social network data. Decision
Support Systems (accepted for publication).
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Chapter 1

Introduction

As a result of the steep growth in computational power and the ever
growing amount of data available to companies, predictive analytics
has become a popular approach toward managerial decision support.
With the increased interest for predictive analytics in the industry,
the question arises whether the methods and metrics employed within
predictive analytics are adequate for a direct application in a business
context. The main thread of Part I deals with this question and
advocates the incorporation of profitability into predictive analytics,
in order to support companies with one of their important goals,
profit maximization.

Section 1.1 first explains the role of predictive analytics in the
industry, and how companies can benefit from the adoption of pre-
dictive analytics. Section 1.2 briefly introduces the sub domain of
predictive analytics we will focus on, i.e. binary classification.

1.1 Predictive analytics in the industry

Data-driven models for decision support are increasingly being em-
ployed in the industry. A recent survey among 212 senior executives
of Fortune 1000 firms, conducted by Germann et al. (2013), indicates
that a one-unit increase (on a scale of one to seven) in the degree
of deployment of marketing analytics is, on average, associated with
an 8% increase in return on assets. This positive impact is more
pronounced for firms which are facing a greater level of competition



4 1.1. PREDICTIVE ANALYTICS IN THE INDUSTRY

within their industry, and for firms dealing with rapidly changing
customer preferences (Germann et al., 2013). The beneficial effects of
predictive analytics on firms’ profitability are further supported by
other studies (Hoch and Schkade, 1996; Kannan et al., 2009; Lodish
et al., 1988; McIntyre, 1982; Natter et al., 2008; Silva-Risso et al.,
1999; Zoltners and Sinha, 2005). However, the survey by Germann
et al. (2013) also revealed that few managers are convinced of the
benefits of (marketing) analytics. Furthermore, a study of 587 C-level
executives of large international companies, carried out by McKinsey
& Co (2009), showed that marketing analytics is only regularly used
by 10% of the firms. This low prevalence suggests that many decision
makers are not convinced about the positive impact.

Lilien et al. confirmed that decision makers relying on a high qual-
ity decision support system (DSS) make objectively better decisions
than those who use less advanced tools (such as Excel). Nevertheless,
despite the positive impact of a DSS on the firms’ performance, the
users of a DSS do not perceive its usefulness as such. Hence, we
should ask the question how we can improve the adoption of predic-
tive analytics in the industry, since there appears to be a mismatch
between the perception of its impact, and the effective impact itself.
The lack of recognition of the quality of the DSS can be explained
by the fit-appropriation model (FAM), proposed by Dennis et al.
(2001). FAM states that the impact of a DSS is influenced by the fit
between the task and the DSS, i.e. the task-technology fit (appro-
priation support, i.e. training to incorporate the new DSS into the
decision process, is another important factor). A recommendation for
an increased acceptance of DSS among decision makers, is to design
tools which fit well with the decision context, and which provide
specific feedback on the likely (market) outcome.

Generally, within a business context, profitability is one of the
main end goals of the company and its managers. Therefore, we argue
that profitability should be incorporated into predictive analytics, in
the first place to yield better results – in terms of profitability – but
also in order to promote the use of these tools among managers. After
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all, profitability is the language all managers speak and understand.

1.2 Profit-driven classification

Unlike explanatory modeling, which aims at gaining insight into
structural dependencies between variables of interest, the objective of
predictive analytics is to construct data-driven models that produce
operationally accurate forecasts. Such a predictive analytics tool
consists of two components: (1) data-driven models designed to
predict future observations and (2) methods to assess the predictive
power of such models (Shmueli et al. 2011). This dissertation focuses
on a sub domain of predictive analytics: binary classification. Hence,
two components are of interest: the classification models themselves,
and the classification performance measures. We argue that a focus
on profitability should be integrated into both components.

There has already been some attention for cost-sensitive learning.
E.g. Domingos (1999) proposed a general method to produce cost-
sensitive classifiers, Provost and Fawcett (2001) combined ROC curve
analysis with cost distribution information, Bernstein et al. (2005)
developed an ontology-based approach for cost-sensitive classification,
Zhou and Liu (2006) used over- and undersampling and threshold
moving (and an ensemble of these methods) for cost-sensitive learning
with neural networks, and more recently, Hand (2009) introduced the
H measure, which takes into account misclassification costs. However,
as pointed out by Elkan (2001):

"Although most recent research in machine learning has
used the terminology of costs, doing accounting in terms of
benefits is generally preferable, because avoiding mistakes
is easier, since there is a natural baseline from which to
measure all benefits, whether positive or negative."

By focusing on benefits (and profit) rather than costs, we are staying
closer to the business reality, and aid the adoption of classification
techniques in the industry. Therefore, a profit-based classification
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performance measure will be developed and applied to real life busi-
ness cases. Moreover, an exploratory study on the incorporation of
the profitability criterion into the model building step is presented.

The remainder of Part I is organized as follows. First, a profit-
oriented framework for classification performance measurement, the
Expected Maximum Profit (EMP) measure, will be introduced in
Chapter 2. This is a general and abstract framework, which needs to
be tailored to specific business environments. Chapter 3 elaborates
on the implementation of the EMP framework for a customer churn
prediction context, and the benefits hereof are illustrated with a case
study. Similarly, the EMP framework is implemented for consumer
credit scoring in Chapter 4. Finally, the possibilities of profit-based
model building are explored in Chapter 5.
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Chapter 2

The EMP framework

Throughout the history of predictive modeling, classification has
been an important task, with applications in several industries. For
the assessment of classification models, a wide variety of statistically
motivated performance measures has been proposed. In this chapter,
we will outline the general context of classification and the use of
a profit-based performance measure for classification performance
measurement.

Section 2.1 first introduces the concept of classification and its
related notation. The use of classification models in a business con-
text, and the costs and benefits associated with it, are discussed
in Section 2.2. Finally, Section 2.3 outlines a general framework for
profit-based classification performance measurement, which is one of
the key contributions of this dissertation and will be applied in real
life case studies in the following chapters.

2.1 Introduction to classification

In this dissertation, the focus lies on binary classification problems,
where each instance has to be assigned a class label, being either 0
or 1. Note that we follow the convention that a 0 corresponds to a
case (also called event) whereas a 1 corresponds to a non-case. This
convention, opposite to what many textbooks follow, has also been
adopted by Hand (2009) because it simplifies notation. The prior
probabilities of class 0 and 1 are π0 and π1, respectively. Generally,
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s = t

f0(s) f1(s)

Score s(x)

Pr
ob

ab
ili
ty

de
ns
ity

Figure 2.1: Example of score distributions and the classification process.

a classification model provides a continuous score, s (x), which is
a function of the attribute vector x of the respective instance, and
discriminates between the two classes. In this dissertation, it is
assumed that the instances from class 0 have a lower score than
those from class 1 – if not, simply multiply the score by −1. The
actual classification, i.e. the assignment of each instance to one of
two groups, is achieved by defining a cutoff value t, such that all
instances with s less than t are classified as 0, whereas instances for
which s is greater than t are classified as 1.

Assume that the function F0(s) is the cumulative density function
of the scores s of the cases, whereas F1(s) represents the same for the
non-cases. Analogously, f0(s) and f1(s) are the probability density
functions for the cases and the non-cases, respectively. Note that fk
and Fk are connected to a specific classifier, which is producing the
scores s(x). The classification process is illustrated by Figure 2.1.
Every instance with score s < t is classified as a case (class 0).
E.g., cases for which s < t (i.e. the shaded area under f0(s)) are
correctly predicted. On the other hand, non-cases for which s < t (i.e.
the shaded area under f1(s)) are incorrectly predicted. Hence, the
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Predicted Label
True Label Case Non-Case

Case π0F0(t) π0(1− F0(t))
[c(0|0)] [c(1|0)]

Non-Case π1F1(t) π1(1− F1(t))
[c(0|1)] [c(1|1)]

Table 2.1: Confusion matrix and related costs and benefits for a binary
classification model.

less overlap there is between the two score distributions, the better
predictions the classifier will yield.

The outcome of a classification task can also be summarized
in a confusion matrix, as displayed in Table 2.1. The confusion
matrix consists of four quadrants, whereby the diagonal contains
the correct predictions whereas the off-diagonal elements concern
incorrect predictions. Each cell displays the number of instances,
expressed as a fraction of the total number of instances, N , and
the four cells add up to one. For instance, the upper right cell
contains the cases which are incorrectly classified as non-cases. The
fraction of instances in this category is given by π0(1 − F0(t)). It
is straightforward to see that the fractions of correct and incorrect
predictions change when varying the cutoff value t – changing the
cutoff t corresponds to translating the dashed line in Figure 2.1 to
the left or right.

Furthermore, each cell in the confusion matrix has related costs
or benefits. In general, the cost or benefit c(k|l) of classifying an
instance from class l into class k (with k, l ∈ {0, 1}) can be – and
usually is – different for each of the four cells of the matrix. The
distribution of these costs and benefits should be taken into account,
and has a significant impact on how classification models should
be used within a business context, as will be discussed in the next
section.
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2.2 Business context – costs and benefits

Usually, a classification model serves as input for a business decision
which has to be taken, and which requires a certain population to be
divided into two groups: cases and non-cases. The main reason for
dividing the population into two groups, is to take a certain action
towards a subgroup of the entire population, because the payoff
of the action is different for the two subgroups. As an illustration,
consider credit scoring, where a financial institution wants to reject
loan applicants which are going to default. The population is formed
by the loan applicants. The cases are the defaulters, whereas the
non-cases are healthy loan applicants. The action which the financial
institution wants to take towards the cases, is to reject their loan
application. However, the payoff of rejecting a loan application of a
case or a non-case is entirely different. Rejecting a defaulter results
in a benefit, since no future losses will be incurred. Rejecting a non-
case, however, leads to a cost, as a potential customer and loan is
incorrectly rejected.

In order to assess the impact of employing a classification model,
these costs and benefits are considered as incremental compared
to the reference scenario where no classification model is applied.
Hence, only the costs and benefits corresponding to predicted cases
are relevant, since only the predicted cases will experience an impact
from the action undertaken. The benefit of a correctly predicted case
is b0, whereas the cost of an incorrectly predicted case is c1. Also note
that the action, undertaken by the company towards an individual
case, may come at a cost, which we denote by c∗ – it is assumed that
c∗ < b0, since it does not make sense to take an action at a certain
cost, when the expected benefit is smaller. Then, we can define:

c(0|0) = b0 − c∗,
c(0|1) = c1 + c∗, (2.1)
c(1|0) = c(1|1) = 0,

whereby b0, c1, and c∗ are assumed positive. Finally, we should
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Variable Range Description

N N Number of instances
i N Index for the instances
k {0, 1} Index for the classes
xi Attribute vector of instance i
π0 [0; 1] Fraction of cases in the data set
π1 [0; 1] Fraction of non-cases in the data set
s(x) R Score output from a classifier – in general

dependent on x
t R Cutoff value defined to perform the actual

classification
fk(s) [0; 1] Probability density function of the scores for

instances of class k
Fk(s) [0; 1] Cumulative density function of the scores for

instances of class k
b0 R+ The incremental benefit of correctly identify-

ing a case
c1 R+ The incremental cost of incorrectly classifying

a non-case as a case
c∗ R+ The cost of the action undertaken towards a

predicted case.
c(k|l) R+ Total cost or benefit of classifying an instance

from class l into class k

Table 2.2: Overview of the notation used throughout Part I.

mention the fixed cost of building classification models, such as the
cost of data collection, data preprocessing, model building and model
maintenance. However, these costs are irrelevant for model selection,
as they will be approximately the same for all models.

The above definition of classification costs and benefits allows that
different models are compared in terms of the incremental profit they
generate. Therefore, the average classification profit per customer,
generated by employing a classifier, is defined.

Definition 2.1. The average classification profit of a classifier,
P (t), is the profit generated by the employment of this classifier, and
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is expressed as:

P (t) = c(0|0) · π0F0(t) + c(1|1) · π1 (1− F1(t))
− c(1|0) · π0 (1− F0(t))− c(0|1) · π1F1(t). (2.2)

This expression can be simplified by taking into account Equation 2.1:

P (t; b0, c1, c
∗) = (b0 − c∗) · π0F0(t)− (c1 + c∗) · π1F1(t). (2.3)

Equation 2.3 shows that the average classification profit depends on
the following elements:

1. The class distribution, defined by π0 and π1,
2. The classification costs and benefits, b0, c1, and c∗,
3. The classification output, through F0(s) and F1(s),
4. The cutoff t.

Element 1 is determined by the data set which is analyzed, element 2
is related to the business context of the classification problem, and
element 3 is connected to the classifier under consideration. These
are all fixed for a given data set and classifier. However, element 4,
the cutoff t, can be set by the company, and can thus be optimized,
which will be discussed in Section 2.4.

2.3 Classification performance measurement

Having defined the context of classification, we now focus on the clas-
sification performance measurement itself. In the literature, several
performance measures have been proposed. We will briefly discuss
commonly used measures and give some more attention to the concept
of ROC curves, AUC, and the H measure.

2.3.1 Traditional performance metrics

An overview of performance measures for classification techniques
can be found in Baldi et al. (2000). Probably the most well known
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performance metric is the accuracy:

Accuracy = π0F0(t) + π1(1− F1(t)). (2.4)

Accuracy measures the fraction of observations correctly classified.
However, accuracy may lead to incorrect conclusions with skew data
sets or with unbalanced costs (Chawla, 2005). Sensitivity and speci-
ficity, however, focus specifically on how effectively the classifier
identifies cases and non-cases respectively (Sokolova and Lapalme,
2009):

Sensitivity = F0(t), (2.5)
Specificity = F1(t). (2.6)

A high sensitivity (also known as recall) means that the classifier is
able to identify a high fraction of the cases. Precision, on the other
hand, looks at how many of the predicted cases are correct (Sokolova
and Lapalme, 2009):

Precision = π0F0(t)
π0F0(t) + π1F1(t) . (2.7)

In other words, precision measures how many true cases there are
among the predicted cases, whereas recall measures how many of the
total cases could be identified by the classifier. Precision and recall
are combined in the F measure (Sokolova and Lapalme, 2009):

Fβ = (1 + β)2 · precision · recall
β2 · precision + recall ,

= (1 + β)2π0F0(t)
β2π0 + π0F0(t) + π1F1(t) . (2.8)

The F measure is designed in order to measure performance when
recall is β times more important than precision (Rijsbergen, 1979).
Commonly used F measures are F2 and F1/2.

The measures discussed above have two major limitations. Firstly,
they do not take into account the classification costs and benefits
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which are inherent to classification in a business context. Secondly,
they are usually evaluated at a fixed operational point, i.e. for a
fixed cutoff t. Hence, it is not straightforward to identify the optimal
cutoff value in a certain situation. In what follows, we will discuss
the receiver operating characteristic (ROC) curve and the area under
the ROC curve (AUC), which deal with the problem of performance
evaluation at a fixed cutoff value.

2.3.2 ROC curves and AUC

The receiver operating characteristic (ROC) curve is a concept
which has been extensively used in the machine learning commu-
nity (Fawcett, 2006). A ROC curve is a graphical representation of
the classification performance with varying threshold t. It is a plot of
the sensitivity versus one minus the specificity, i.e. F0(t) as a function
of F1(t). An example of a ROC curve is shown in Figure 2.2. The
interested reader is referred to Fawcett (2006) or Prati et al. (2011)
for an extensive discussion on ROC curves.

Because ROC curves are not convenient to compare classifiers,
especially when their ROC curves intersect, the area under the ROC
curve (AUC) is often used to quantify the performance. The AUC
captures the performance in a single number, but it takes the whole
range of cutoff values into account. In terms of the score distributions,
AUC is expressed as:

AUC =
∫ 1

0
F0(t)dF1(t) =

∫ +∞

−∞
F0(t)f1(t)dt. (2.9)

A larger AUC indicates superior performance. The area under
the ROC curve, which is closely related to the Gini coefficient and
the Kolmogorov-Smirnov statistic, has the following statistical in-
terpretation: the AUC of a classification method is the probability
that a randomly chosen case will have a lower score than a randomly
chosen non-case (Fawcett, 2006).

However, Hand (2009) stated that the AUC is flawed as a per-
formance measure, since it implicitly makes unrealistic assumptions
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about the misclassification costs1. In the next section, we discuss the
H measure, which is Hand’s alternative to AUC.

2.3.3 The H measure

Hand (2009) proposed the H measure as a coherent alternative to
the area under the ROC curve. We discuss this measure in detail,
since it is closely related to the profit-based measure proposed in
this dissertation. The main difference is that the H measure only
explicitly states the misclassification costs and not the benefits.

The core of the H measure is the average classification loss, Q(t),
which is equal to the negative of the average classification profit,
P (t), with the following assumptions:

c = c(1|0)
c(1|0) + c(0|1) ,

b = c(1|0) + c(0|1), (2.10)
c(0|0) = c(1|1) = 0.

Hence, the focus is not on the benefits, but on the costs. The average
classification loss is then equal to:

Q(t; c, b) = b · [cπ0 (1− F0(t)) + (1− c)π1F1(t)] . (2.11)

Assume that T is the optimal cutoff, i.e. the cutoff which minimizes
Q(t):

T = argmin
∀t

Q(t; c, b). (2.12)

It is clear from Equation 2.11 that T depends on c, but not on b.
The next step is to calculate the expected minimum loss, by

making assumptions regarding the joint probability density function
of b and c, i.e. w(b, c). A first assumption is the independence of b
and c, namely that w(b, c) = u(c)v(b) holds true, with u(c) and v(b)

1In a recent paper, however, Hernández-Orallo et al. (2012) refute Hand’s
statement about the AUC being flawed.
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the marginal probability density functions of c and b respectively.
The expected minimum loss (L) is then equal to:

L = E[b]
∫ 1

0
Q(T (c); b, c) · u(c)dc, (2.13)

with E[b] = 1 for an appropriate choice for the unit in which b

is measured. Furthermore, the probability density function of c is
supposed to follow a beta distribution with parameters α and β,
which is characterized as follows:

uα,β(p) =
{
pα−1 · (1− p)β−1/B(1, α, β) if p ∈ [0, 1]
0 else

(2.14)

with α and β greater than one, and:

B(p, α, β) =
∫ p

0
qα−1 · (1− q)β−1dq. (2.15)

Finally, to arrive at the H measure, a normalization is performed to
obtain a performance measure bounded by zero and one:

H = 1−
∫ 1
0 Q(T (c); b, c) · uα,β(c)dc

π0
∫ π1

0 c · uα,β(c)dc+ π1
∫ 1
π1

(1− c) · uα,β(c)dc
. (2.16)

The denominator gives the misclassification loss for the worst clas-
sifier, i.e. a random classifier. Also, the integration over c = [0; 1]
corresponds to an integration over the entire ROC curve.

A close inspection of the H measure shows that only a part of
the measure changes with varying classification techniques, holding
the data set constant:

H = 1 + Hvar − π0
∫ 1

0 c · uα,β(c)dc
π0
∫ π1

0 c · uα,β(c)dc+ π1
∫ 1
π1

(1− c) · uα,β(c)dc
, (2.17)

with Hvar defined as:

Hvar =
∫ 1

0
[π0cF0 − π1(1− c)F1] · uα,β(c)dc. (2.18)

This variable part of H, Hvar, is an expression which will be useful
in Chapter 3.
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2.4 A profit-based performance measure

The previous section discussed traditional classification performance
measures, and the recently proposed H measure. In this section, we
will propose a new general framework for profit-based classification
performance measurement, which is founded on the average classifi-
cation profit given by Definition 2.1. First, a deterministic approach
will be discussed after which a probabilistic classification performance
measure will be proposed. Finally, we will explore the link of this
new performance measure with the ROC curve.

2.4.1 Deterministic approach: MP

Most traditional classification performance measures focus on a sta-
tistical criterion to determine classification quality. However, Verbeke
et al. (2012) stated that one should focus directly on profitability,
which is an important business goal. They argue that the average
profit, since it depends on the cutoff value t, should be optimized.
This leads to the concept of the maximum profit (Verbeke et al.,
2012).

Definition 2.2. The maximum profit, MP, of a classification
technique is the profit resulting from the classification outcome when
the optimal cutoff, T , is used. The maximum profit is analytically
expressed as:

MP = max
∀t

P (t; b0, c1, c
∗) = P (T ; b0, c1, , c

∗), (2.19)

with T the optimal threshold.

The optimal threshold, satisfies the first order condition for the
maximization of the average profit P :

f0(T )
f1(T ) = π1(c1 + c∗)

π0(b0 − c∗)
, (2.20)

and thus T depends on the class distribution and on the ratio of
costs and benefits, denoted with θ:

θ = c1 + c∗

b0 − c∗
. (2.21)
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Hence, T is not dependent on the measurement scale, but only on
the ratio of the cost benefit parameters, which is explicitly expressed
by writing T (θ). Since it is assumed that the cost benefit parame-
ters (b0, c1, c

∗) are positive and that c∗ < b0, the value of θ ranges
from zero to plus infinity. Equation 2.20 has an appealing graphical
interpretation on the ROC curve, as will be shown in Section 2.4.3.

MP in itself can be used as a classification performance measure,
as proposed by Verbeke et al. (2012). In fact, doing so allows the
practitioner to select the model with the highest incremental prof-
itability. Moreover, contrary to traditional performance measures,
the optimal cutoff is clearly defined and the fraction of the customer
base towards which the action should be undertaken is equal to:

η̄mp = π0F0(T ) + π1F1(T ). (2.22)

It is clear from this expression that the optimal fraction to be targeted
depends on the optimal cutoff, which is determined by three other
elements, i.e. the class distribution, the score distributions, and the
classification costs and benefits.

2.4.2 Probabilistic approach: EMP

The MP measure is a deterministic approach for profit-based classi-
fication performance measurement, since the costs and benefits are
supposed to be known. In reality however, it is not straightforward to
estimate precise values for these parameters. Therefore, a probability
distribution is adopted for the cost and benefit parameters, leading
to a probabilistic profit-based performance measure, the expected
maximum profit of a classifier.

Definition 2.3. The expected maximum profit, EMP, is the
expectation of the maximal profit of a classifier with respect to the
distribution of classification costs, and is equal to:

EMP =
∫
b0

∫
c1

∫
c∗
P (T (θ); b0, c1, c

∗) · h(b0, c1, c
∗)dc∗dc1db0, (2.23)
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with h(b0, c1, c
∗) the joint probability density of the classification costs

and benefits.

The expected maximum profit measures the effectiveness of a classi-
fication technique in terms of profitability, taking into account the
uncertainty of the classification costs and benefits.

Equation 2.23 is the most general expression for the expected
maximum profit of a given classifier. Note that for each combination
of (b0, c1, c

∗), the optimal threshold T is determined through Equa-
tion 2.20. The profit is then calculated for the optimal threshold and
weighed with the probability density for this particular combination
of classification costs. Integrating over all possible benefits and costs
leads to the expected maximum classification profit. When the costs
are known with certainty, the function h(b0, c1, c

∗) is a Dirac impulse
at the known values, and EMP simplifies to MP.

Analogously to the deterministic optimal fraction η̄mp, the ex-
pected profit maximizing fraction, η̄emp, is the fraction of the cases
towards which an action is undertaken:

η̄emp =
∫
b0

∫
c1

∫
c∗

[π0F0 (T (θ)) + π1F1(T (θ))] · h(b0, c1, c
∗)dc∗dc1db0,

(2.24)
Although the previous discussion only focused on the profit related
to a classification outcome, there is a link to the ROC curve of the
classifier, as will be explored in the next section.

2.4.3 EMP and ROC curves

Also in the context of the EMP framework, the ROC curve has its
merit. Since each point on the ROC curve corresponds to a threshold
t, the optimal cutoff T , is located somewhere on the curve.

Theorem 1. If the ROC curve is convex2 and continuously differ-
2It was already pointed out by Hand Hand (2009) that the machine learning

community in the context of ROC curves by convention considers a function g(x)
convex if g(λx+(1−λ)y) ≥ λg(x)+(1−λ)g(y) for 0 < λ < 1. A twice differentiable
function g(x) is convex if ∂2g(x)/∂x2 ≤ 0. The mathematical community on the
contrary adopts the definition of convexity with the inequality sign reversed.
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entiable, the optimal cutoff, for given costs c1 and c∗, and benefit b0,
corresponds to the point on the ROC curve for which the tangent
slope equals π1θ/π0 = [π1(c1 + c∗)]/[π0(b0 − c∗)].

Proof of Theorem 1. Taking the derivative of the average classifica-
tion profit, given by Equation 2.3, with respect to F1 leads to the
first order condition:

∂F0
∂F1

= π1(c1 + c∗)
π0(b0 − c∗)

= π1θ

π0
.

Taking the second derivative leads to the second order condition:

∂2P

∂F 2
1

= (b0 − c∗)π0
∂2F0
∂F 2

1
≤ 0.

Hence, due to the assumed convexity of the ROC curve, because
the cost benefit parameters are positive, and because c∗ < b0, the
point with tangent slope π1θ/π0 maximizes the average classification
profit.

When the ROC curve is not convex, and thus the slope is not
monotonically decreasing, there may be multiple points on the ROC
curve satisfying the first order condition. More specifically, points
in the concave region are not optimal for any θ, in which case the
convex hull needs to be defined.

Theorem 2. The convex hull of a (non-convex) ROC curve defines
a set of points where each point corresponds to the optimal cutoff for
a certain value of the cost benefit ratio θ ∈ [0,+∞).

Proof of Theorem 2. Consider a ROC curve with one concave region,
as depicted in Figure 2.2. The tangent slope in RA, RB and RC is
equal, and the convex hull is defined by the ROC curve segments
[RI , RA] and [RC , RE ], together with the line segment RARC . It has
to be shown that none of the points in the concave region optimize
the profit for any θ. Assume that for a certain value of θ both points
R(1), somewhere within the concave region, and R(2), somewhere
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Figure 2.2: A non-convex ROC curve and its convex hull.

outside the concave region, satisfy the first order condition. Then,
the difference in profit for both points is given by:

∆P = P(2) − P(1) = π0(b0 − c∗)∆F0 − π1(c1 + c∗)∆F1

= π0(b0 − c∗)∆F1

[∆F0
∆F1

− π1θ

π0

]
.

Since both points satisfy the first order condition, the second term
between the squared brackets is equal to the slope of the ROC curve
at that particular point.

There are three possibilities for the location of R(1); (1) it lies in
the interval (RA, RB), (2) it lies in the interval (RB, RC) or (3) it
coincides with RB. As will be shown, ∆P will be positive in each of
these three situations.

1. In this situation, R(2) has to be situated in the interval (RC , RE ].
Hence, ∆F1 > 0 and ∆F0/∆F1 > π1θ/π0, resulting in ∆P > 0.
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2. Now, R(2) is located in the interval [RI , RA). Therefore, ∆F1 <

0 and ∆F0/∆F1 < π1θ/π0, resulting in ∆P > 0.

3. In this scenario, R(1) coincides with RB. Both RA and RC
qualify for R(2). For the former choice of R(2), ∆F1 < 0 and
∆F0/∆F1 < π1θ/π0. For the latter choice, ∆F1 > 0 and
∆F0/∆F1 > π1θ/π0. In both situations, ∆P > 0, and the
profit related to RA and RC is equal.

Moreover, every point on the line segment RARC will maximize the
profit for this θ which gives rise to a slope equal to the slope of
the line segment3. Consequently, the convex hull consists of a set of
points which all maximize the average profit for a certain value of
θ ∈ [0,+∞).

The interesting implication of this fact is that an integration
over a range of θ values is equivalent to an integration over the
corresponding part of the ROC curve, a characteristic shared with,
among others, the AUC and the H measure. The EMP measure thus
considers a range of cutoff values.

2.5 Conclusion

In this chapter, we proposed the EMP framework for classification
performance measurement. The central concept in this framework
is the incorporation of costs and benefits, in order to arrive at the
classification profit. Based on the classification profit, a probabilistic
profit-based performance measure is proposed, the EMP measure,
which takes into account uncertainty about the costs and benefits.
Furthermore, the EMP measure provides more guidance about the
practical implementation, in that it provides the fraction of the
instances which should be targeted with the action, in order to achieve

3To obtain a classifier with the characteristics given by a point on the line
segment, it is necessary to interpolate between the classifiers corresponding to
points RA and RC , a procedure which has been described by Fawcett (2006).
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optimal profitability. In the following two chapters, the general EMP
framework will be implemented for customer churn prediction and
consumer credit scoring.
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Chapter 3

EMP for customer churn
prediction

The previous chapter outlined a general framework for profit-based
classification performance measurement, in which the classification
costs and benefits do not have a specific meaning yet. This chapter
will implement the general EMP framework for customer churn
prediction (CCP), which is an important application of classification
models within marketing analytics.

Section 3.1 will provide a brief overview of customer churn pre-
diction and its importance in the industry. Section 3.2 will analyze
the drivers of the profitability of a customer churn management
campaign, which enables us to implement a profit-based performance
measure for CCP in Section 3.3. The actual parameter values and the
empirical estimation of EMP are discussed in Section 3.4, whereas
Section 3.5 explores the link with the H measure and shows that the
H measure can be used as an approximation for the EMP measure
for customer churn. Finally, the developed performance measures
will be tested in an extensive case study, of which the findings are
reported in Section 3.6.
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3.1 Introduction

Customer churn has become a very important business problem.
During the last decade, the number of mobile phone users has in-
creased drastically, with expectations of 5.6 billion mobile phone
subscribers in 20111, which is around 80% of the world population.
Hence, telecommunication markets are getting saturated, particu-
larly in developed countries, and many companies and organizations
are confronted with customer churn. For instance, wireless telecom
operators report annual churn rates up to 40% of their customer
base (Neslin et al., 2006).

Hence, the emphasis is shifting from the attraction of new cus-
tomers to the retention of the existing customer base. The literature
reports that customer retention is profitable because: (1) acquiring a
new client is five to six times more costly than retaining an existing
customer (Athanassopoulos, 2000; Bhattacharya, 1998; Colgate and
Danaher, 2000; Rasmusson, 1999); (2) long-term customers generate
higher profits, tend to be less sensitive to competitive marketing
activities, become less costly to serve, and may provide new referrals
through positive word-of-mouth, while dissatisfied customers might
spread negative word-of mouth (Colgate et al., 1996; Ganesh et al.,
2000; Mizerski, 1982; Reichheld, 1996; Stum and Thiry, 1991; Zei-
thaml et al., 1996; Paulin et al., 1998); (3) losing customers leads to
opportunity costs because of reduced sales (Rust and Zahorik, 1993).
A small improvement in customer retention can therefore lead to a
significant increase in profit (Van den Poel and Larivière, 2004). For
successful targeted marketing campaigns, it is crucial that operators
are able to identify clients with a high probability to churn in the
near future.

In this context, customer churn prediction models play a crucial
role and they are increasingly being researched. Numerous classi-
fication techniques have been applied to predict churn, including
traditional statistical methods such as logistic regression (Burez and

1www.eito.com
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Van den Poel, 2009; Lemmens and Croux, 2006; Neslin et al., 2006),
non-parametric statistical models like for instance k-nearest neigh-
bor (Datta et al., 2000), decision trees (Lima et al., 2009; Wei and
Chiu, 2002), and neural networks (Au et al., 2003; Hung et al., 2006).
An extensive literature review on customer churn prediction modeling
can be found in Verbeke et al. (2012). When analyzing and comparing
these classification techniques for customer churn prediction, it is
imperative to have an adequate performance measure.

As with many data mining applications, and especially for cus-
tomer churn prediction, the main reason for employing a classification
model is profitability enhancement. This is exactly what is measured
by the EMP measure. Therefore, the EMP measure will be imple-
mented for CCP. The main advantage of this metric is that it not
only unambiguously identifies the classifier which maximizes the
profit for a given customer retention campaign. It also determines
the fraction of the customer base which should be targeted in this
retention campaign in order to maximize the profit. This is a crucial
help for practitioners, since deviating from the optimal fraction leads
to suboptimal profits.

3.2 Costs and benefits in CCP

In Chapter 2, no assumptions were made about the distribution of the
cost and benefit parameters (b0, c1, c∗) other than that their values
are positive. However, when the EMP framework is to be applied, an
interpretation has to be given to these parameters, which requires
domain specific knowledge. This section will discuss the drivers of
the profitability of a customer churn management campaign.

Figure 3.1 schematically represents the dynamical process of
customer churn and retention within a customer base. New customers
flow into the customer base by subscribing to a service of an operator,
and existing customers flow out of the customer base by churning.
When setting up a churn management campaign, the fraction η of
the customer base with the highest propensity to churn is contacted
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Figure 3.1: Schematic representation of customer churn and retention dy-
namics within a customer base.

at a cost f per person and is offered an incentive with cost d. In this
fraction, there are true would-be churners and false would-be churners.
In the latter group everyone accepts the incentive and does not churn,
as they never had the intention. From the former group, a fraction
γ accepts the offer and thus results in gained remaining customer
lifetime value2 (CLV ), whereas the fraction (1−γ) effectively churns.
In the fraction (1− η), which is not targeted, all would-be churners
effectively churn, and all non-churners remain with the company.
The benefits per customer related to each flow are shown between
brackets in Figure 3.1. These are incremental benefits, as compared
to not undertaking the customer churn management campaign.

This process was described by Neslin et al. (2006), who established
the following expression for the total profit of a retention campaign:

Profit = Nη [(γ · CLV + d(1− γ))π0λ− d− f ]−A, (3.1)

with η the fraction of the customer base that is targeted, CLV the
remaining customer lifetime value, d the cost of the incentive, f

2Not the entire CLV need to be taken into account, but the remaining CLV
after the customer would have churned.
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the cost of contacting the customer, and A the fixed administrative
costs. The lift coefficient, λ, is the percentage of churners within the
targeted fraction η of customers, divided by the base churn rate, π0.
Lastly, γ is the fraction of the would-be churners accepting the offer,
or alternatively it is interpreted as the probability that a targeted
churner accepts the offer and does not churn. It is assumed that CLV ,
A, f , and d are positive, and that CLV > d. Note that η depends on
the choice for the threshold t, and thus the company can influence
the size of the targeted fraction.

Equation 3.1 can be expressed in terms of the score distributions.
Moreover, if the average rather than the total profit is considered,
and the fixed cost A, irrelevant for classifier selection, is discarded, it
is possible to obtain a functional form equivalent to the expression
for the classification profit P in Definition 2.1. To work out the
conversion, note that:

η(t) = π0F0(t) + π1F1(t),

λ(t) = F0(t)
π0F0(t) + π1F1(t) .

Moreover, two dimensionless parameters are introduced, being δ =
d/CLV and φ = f/CLV .

Definition 3.1. The average classification profit for customer
churn, P ccp, is the interpretation of Definition 2.1 specifically for
customer churn:

P ccp(t; γ,CLV, δ, φ) = CLV (γ(1− δ)− φ)
· π0F0(t)− CLV (δ + φ) · π1F1(t). (3.2)

Comparison with Equation 2.3 shows that:

b0 = γ(CLV − d) = γ(1− δ) · CLV,
c1 = d = δ · CLV, (3.3)
c∗ = f = φ · CLV.

Now that the cost and benefit parameters are identified, the profit-
based performance measure for CCP can be defined.
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3.3 A profit-based measure for CCP

3.3.1 MP for customer churn

When all parameter values in Equation 3.2 are precisely known, the
deterministic performance measure, MP, specified by Definition 2.2,
can be worked out for a customer churn context.

Definition 3.2. The maximum profit measure for customer
churn, MPccp, is the interpretation of Definition 2.2 in a customer
churn setting:

MPccp = max
∀t

P ccp(t; γ,CLV, δ, φ). (3.4)

As pointed out by Verbeke et al. (2012), the MP measure is
preferred over the commonly used top-decile lift. Setting the targeted
fraction of customers to e.g. ten percent is a purely arbitrary choice
and most likely leads to suboptimal profits and model selection. Since
the ultimate goal of a company setting up a customer retention
campaign is to minimize the costs associated with customer churn, it
is logical to evaluate and select a customer churn prediction model
by using the maximum obtainable profit as the performance measure.
Moreover, it has another advantage, which is very appealing to
practitioners, in the sense that it is possible to determine the optimal
fraction, η̄ccpmp. This quantity represents how many customers should
be targeted for profit maximization, and can be expressed as:

η̄ccpmp = π0F0(T ) + π1F1(T ), (3.5)

with:
T = arg max

∀t
P ccp(t; γ,CLV, δ, φ). (3.6)

The combination of the maximum profit MPccp and the optimal
fraction ηccpmp provides telecom operators with a rigorous framework
for making operational decisions with profit maximization as main
goal.
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3.3.2 EMP for customer churn

In the previous section it was assumed that accurate estimates for
the parameters in the expression for P ccp are available, in which
case a deterministic performance measure can be employed. Often
however, there is significant uncertainty involved. Specifically for
the problem of customer churn, there are four parameters, of which
customer lifetime value (CLV ), the cost of the incentive (d) and
the contacting cost (f) can be estimated with sufficient reliability.
However, about the probability of a churner accepting the retention
offer (γ) much less is known. Therefore, this probability is considered
a random variable, which introduces uncertainty in the estimation of
the maximum profit, leading to a probabilistic performance measure.

Definition 3.3. The expected maximum profit measure for
customer churn, EMPccp, is the interpretation of Definition 2.3
in a customer churn setting:

EMPccp =
∫
γ
P ccp(T (γ); γ,CLV, δ, φ) · h(γ)dγ, (3.7)

with T , the optimal cutoff for a given γ, and h(γ) the probability
density function for γ.

Note that T depends on γ through the cost benefit ratio θccp.
Analogously to the H measure, a beta distribution is proposed, be-
cause of its flexibility (see Section 2.3.3). The parameters are named
α′ and β′, where the prime aims to distinguish these parameters from
those of the H measure. The cost benefit ratio for customer churn,
θccp, is equal to:

θccp = c1 + c∗

b0 − c∗
= δ + φ

γ(1− δ)− φ, (3.8)

where γ is the parameter introducing the uncertainty.
At this point, an important remark has to be made regarding

the relation between the ROC curve of a classifier and its EMPccp.
In Section 2.4.3, it was stated that, theoretically, calculating the
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EMP considers all points of the convex hull of a ROC curve. With
EMPccp, the cost and benefit parameters obey certain assumptions,
specific for a customer churn context. The value of θccp now ranges
from −(δ + φ)/φ to −∞ for γ ∈ [0, φ/(1− δ)), and from +∞ to
(δ+φ)/(1− δ−φ) for γ ∈ (φ/(1− δ), 1]. Hence, for a certain interval
of γ, θccp is negative. This corresponds to the situation when the
probability of a churner accepting the retention offer is so low that the
expected net gained customer lifetime value, i.e. γ(CLV − d), does
not offset the cost of contacting the customers, f . In this case, the
optimal decision is not to contact any customer, which corresponds
to the origin of the ROC curve.

A second observation concerns the fact that θccp does not extend
over the entire positive set of real numbers, R+, since it only spans
[(δ + φ)/(γ − γδ − φ),+∞). Therefore, points on the convex hull of a
ROC curve with a slope smaller than (π1/π0)·(δ+φ)/(1−δ−φ) are not
optimal for any value of γ ∈ [0; 1]. Consequently, when calculating
EMPccp, not all points of the convex hull are taken into account.
Moreover, the more skewed the data set towards non churners, the
smaller the part of the convex hull which is taken into account.
Intuitively this makes sense since, for very low churn rates, the
percentage of churners in a large targeted fraction will quickly become
insignificant and hence jeopardize the profitability. The optimal
targeted fraction can also be determined when dealing with the
expected maximal profit. The expected profit maximizing fraction
for customer churn, η̄ccpemp, is the fraction of the customer base which
is targeted when taking into account the uncertainty about γ:

η̄ccpemp =
∫
γ

[π0F0 (T (θccp)) + π1F1(T (γ))] · h(γ)dγ, (3.9)

with T (γ) being the optimal cutoff, as defined in Equation 3.6.
Hence, there are two frameworks available. One framework, based

on MPccp, takes a deterministic approach and considers all parameters
in the profit equation to be known. The second framework is based
on EMPccp and provides practitioners with a probabilistic method
to evaluate profits and losses, reflecting the uncertainty about the
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response rate γ. Due to its specific costs and benefits, performance
measurement in a customer churn setting cannot simply be done by
applying the H measure. However, it is possible to approximate the
EMPccp measure to a certain degree, as will be shown in Section 3.5.

3.3.3 Sensitivity of EMP

The EMPccp measure incorporates uncertainty about the acceptance
rate γ, but for the parameters CLV, δ, and φ, fixed values are assumed.
In this paragraph, the sensitivity of the EMPccp measure to small
variations in these fixed parameters will be assessed. Therefore, the
first derivative of Equation 3.7 with respect to CLV is calculated:

∂EMPccp

∂CLV
=
∫
γ

∂P ccp(T (θccp); γ,CLV, δ, φ)
∂CLV

h(γ)dγ.

Note that the optimal cutoff, T (θccp), depends on the value of CLV.
In what follows, the partial derivative within the integration is worked
out:

∂P ccp(T )
∂CLV

= (γ(1− δ)− φ) · π0F0(T )− (δ + φ) · π1F1(T )

+ CLV (γ(1− δ)− φ) · π0f0(T ) ∂T

∂CLV

− CLV (δ + φ) · π1f1(T ) ∂T

∂CLV
,

which, by using Equation 3.2 and Equation 2.20, can be rewritten as
follows:

∂P ccp(T )
∂CLV

=P ccp(T )
CLV

+ CLV
∂T

∂CLV
(γ(1− δ)− φ)

π1f1(T ) ·
(
π0f0(T )
π1f1(T ) − θ

ccp
)
.

Now, Equation 3.8 can be applied, which leads to the last term
between brackets being equal to zero, and thus:

∂EMPccp

∂CLV
=
∫
γ

P ccp(T )
CLV

h(γ)dγ = EMPccp

CLV
. (3.10)
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In other words this means that when CLV is changed, holding δ
and φ constant, EMPccp changes proportionally. Note that holding
δ and φ constant in fact means that the cost of the retention offer
as a percentage of CLV, and the cost of contacting a customer as a
percentage of CLV remain constant.

Analogously, for variations in φ the following equation can be
derived:

∂EMPccp

∂φ
= −CLV

∫
γ

[π0F0(T ) + π1F1(T )]h(γ)dγ

= −CLV · η̄ccpemp, (3.11)

where η̄ccpempc is the expected profit maximizing fraction. For changes
in δ, the following holds true:

∂EMPccp

∂φ
= −CLV

∫
γ

[γπ0F0(T ) + π1F1(T )]h(γ)dγ

= −CLV · ρ̄ccpemp, (3.12)

with ρ̄ccpemp, the expected fraction of the customer base which accepts
the retention offer. In fact, this implies that the larger the optimal
targeted fraction (or the fraction accepting the offer), the more
sensitive the expected maximum profit for variations in φ (or δ).
Also note that an increase in CLV, while holding d and f constant
instead of δ and φ, corresponds to a parallel decrease in δ and φ. In
Section 3.6 the sensitivity of the rankings will be analyzed in a real
life case study.

3.4 EMP in practice

3.4.1 Parameter values

To employ the MPccp and EMPccp measures, it is necessary to obtain
values for the parameters in the profit function. The values for these
parameters, such as CLV, are industry specific and may even vary
from company to company. This chapter focuses on customer churn
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prediction in the telecom industry and estimates for the parameters
are based on values reported in the literature (Neslin et al., 2006;
Burez and Van den Poel, 2007) and information from telecom opera-
tors. When a specific company uses MPccp or EMPccp for selecting
the optimal model, they can plug in their own estimates for the
parameters. In this study, the values of the parameters CLV , d, and
f are taken as e 200, e 10, and e 1 respectively.

The parameter γ, representing the response rate, is much more
difficult to estimate. For the MPccp criterion, a single point estimate
would be required, which corresponds to one degree of freedom. For
the EMPccp measure however, there are two degrees of freedom, i.e. α
and β. This enables the practitioner to define an expected value and
a standard deviation, where the latter accounts for the uncertainty
in the practitioner’s estimation. The α and β parameters can be
obtained by solving the following system of equations:{

E[γ] = µ = α/(α+ β)
Var[γ] = σ2 = αβ/[(α+ β)2(α+ β + 1)].

which yields: {
α = µ

(
(1− µ)µ/σ2 − 1

)
β = (1− µ)

(
(1− µ)µ/σ2 − 1

)
There is only one restriction, namely that α and β need to be strictly
greater than one in order to obtain a unimodal beta distribution.

Neslin et al. (2006) assumed values ranging from 10% to 50%,
therefore we propose the expected value and standard deviation of
the acceptance rate to be equal to 30% and 10% respectively. This
leads to the parameters α′ and β′ being 6 and 14 respectively, which
corresponds to the probability density function plotted in Figure 3.3
(solid line). When MPccp is calculated, a point estimate for γ is
required, in which case the expected value, equal to 30%, is taken.

3.4.2 Empirical estimation of EMP

In the theoretical derivation of the EMP measure in Chapter 2, it
has been assumed that the ROC curve is smooth. An empirical ROC
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Figure 3.2: The convex hull of an empirical ROC curve.

curve however, is a stepwise function with diagonal elements if there
are ties. Hand (2009) describes a procedure to calculate the empirical
ROC curve and its convex hull and gives an algorithm to calculate
the H measure given an empirical convex hull. A similar procedure
will be derived to calculate the EMPccp measure.

Assume the convex hull consists of m segments, and let (r1i, r0i)
be the end points of the segments, with (r10, r00) = (0, 0) and
(r1m, r0m) = (1, 1), as illustrated in Figure 3.2. Each end point
corresponds to a score si. Now, if a score is selected in the inter-
val [si, si+1], it will maximize the profit for the γ which fulfills the
following equality:

r0(i+1) − r0(i)
r1(i+1) − r1(i)

= π1(δ + φ)
π0 ((1− δ)γ − φ) (3.13)

The γ’s will be indexed corresponding to the upper end of the segment.
Thus, γi+1 is defined as:

γi+1 =
π1(δ + φ)

(
r1(i+1) − r1(i)

)
π0(1− δ)(r0(i+1) − r0(i))

+ φ

1− δ , (3.14)
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and γ(0) = 0. However, γ is not bounded by one, when running
over the ROC curve. When approaching the point (1, 1), γ becomes
infinitely large. Therefore, when calculating EMPccp, one replaces the
series {γi|i = 0 . . .m} with {γi|i = 0 . . . k + 1}, with k = max{i|γi <
1}, and γk+1 = 1. The EMPccp measure can then be estimated by:

EMPccp =CLV
k∑
i=0

∫ γi+1

γi

[(γ(1− δ)− φ)π0r0i]h(γ)dγ

− CLV
k∑
i=0

∫ γi+1

γi

[(δ + φ)π1r1i]h(γ)dγ. (3.15)

Since γ is constant over the segments, and r0i and r1i are constant
in the nodes, this can be written as:

EMPccp =CLV
k∑
i=0

{
[(1− δ)π0r0i]

∫ γi+1

γi

γhα′,β′(γ)dγ

− [φπ0r0i + (δ + φ)π1r1i]
∫ γi+1

γi

hα′,β′(γ)dγ
}
. (3.16)

From Equation 3.14, it is clear that the calculated γi’s are all larger
than or equal to φ/(1− δ) = φ/K. Hence, there is no need to worry
about the range of γ resulting in negative slopes. Secondly, there is an
upper bound for γ, which is equal to one. Thus, the integration does
not cover the entire ROC curve by definition. With the definition
of B(x, α, β) in Equation 2.15, the sum in the above expression for
EMPccp can be written as:

k∑
i=0

{
[(1− δ)π0r0i]

B(γi+1, α
′ + 1, β′)−B(γi, α′ + 1, β′)

B(1, α′, β′)

− [φπ0r0i + (δ + φ)π1r1i]
B(γi+1, α

′, β′)−B(γi, α′, β′)
B(1, α′, β′)

}
. (3.17)

In the above formulae, the class zero must represent the churners
and the labels are not interchangeable. This is caused by the fact
that the integration does not span the entire ROC curve.
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Figure 3.3: The graph shows the proposed density function for the response
rate in the EMPccp measure, and the density function implied by the H
measure with optimized parameters.

3.5 EMP and the H Measure

As mentioned in Section 2.3.3, the H measure is an expected minimum
loss measure, with certain assumptions about the distribution of the
cost and benefit parameters. These assumptions imply that the H
measure takes into account all points on the convex hull. The EMPccp

measure however, only takes into account a part of the convex hull. In
this section, it will be analyzed whether it is possible to approximate
the EMPccp measure with the H measure. After all, it would be
convenient if the EMPccp measure fits in an existing performance
measurement framework.

The discussion will focus on the variable part of the H measure,
defined in Equation 2.18. Only this part of the H measure changes
with varying classifiers, holding the data set constant, and thus, the
ranking of techniques for a data set only depends on Hvar. At this
point, it is assumed that the variable c in Hvar is a function of γ, δ,
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and φ:

c = γ(1− δ)− φ
γ(1− δ) + δ

.

In what follows, a variable transformation from c to γ will be carried
out in the expression for Hvar. Expressions for dc and uα,β(c) as a
function of γ are derived:

dc = (1− δ)(δ + φ)
((1− δ)γ + δ)2 dγ,

uα,β(c(γ)) = 1
B(1, α, β)

((1− δ)γ − φ
(1− δ)γ + δ

)α−1 ( δ + φ

(1− δ)γ + δ

)β−1
.

Hence, the variable substitution in the expression for Hvar leads to:

Hvar =
∫ 1

0
[π0cF0 − π1(1− c)F1] · uα,β(c)dc

=
∫ +∞

φ/(1−δ)
[((1− δ)γ − φ)π0F0 − (δ + φ)π1F1] ·

(1− δ)(φ+ δ)β

B(1, α, β) · ((1− δ)γ − φ)α−1

((1− δ)γ + δ)α+β+1︸ ︷︷ ︸
g(γ)

dγ

= 1
CLV

∫ +∞

φ/(1−δ)
P ccp(T (γ);CLV, γ, δ, φ) · g(γ)dγ.

For γ < φ/(1− δ), the benefit associated with a targeted churner is
negative. Since the maximal profit, P (T (γ)), for this range of γ is
equal to zero, Hvar can be expressed as:

Hvar = 1
CLV

∫ +∞

0
P ccp(T (γ);CLV, δ, φ) · g(γ)dγ. (3.18)

Equation 3.18 shows that Hvar essentially is an EMPccp measure
scaled by CLV , for which the distribution h(γ) is replaced with
the weight function g(γ), and where γ ∈ R+. It is to be noted that
the function g(γ) is not a probability density in the strict sense,
since generally, the area under g will not be equal to one. However,
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by simply multiplying Hvar with a normalization constant, this is
resolved. Let the proper density function h̃(γ) be the normalized
function g(γ), then Hvar equals:

Hvar =
∫+∞

0 g(γ)dγ
CLV

·
∫ +∞

0
P ccp(T (γ);CLV, δ, φ) · h̃(γ)dγ. (3.19)

Because the H measure takes into account all points of the convex
hull, this corresponds to integrating over γ ∈ [0; +∞).

As illustrated by Equation 3.19, the H measure will rank classifiers
according to their expected maximum profit, implicitly assuming
the distribution h̃(γ), which is specified by the parameters α and β.
The previously proposed distribution for γ, h(γ), is specified by the
parameters α′ and β′. It is not possible to analytically find values
for α and β so that h̃(γ) equals h(γ). Therefore, a distance measure
between the two distributions is numerically minimized. Several
distance measures have been experimented with, but the Hellinger
distance leads to the best results. The Hellinger distance between
two probability measures, Dh, is defined as the L2 distance between
the square root of their densities (Van der Vaart, 2000). Hence, the
optimal parameters for the approximating H measure can be found
by solving the following minimization problem:

min
∀α,β

Dh(h(γ), h̃(γ)) = min
∀α,β

∫ +∞

0

(√
h(γ)−

√
h̃(γ)

)2
dγ. (3.20)

Note that h(γ) is parameterized by α′ and β′, which are considered
to be known, whereas h̃(γ) is parameterized by α and β, which are
to be optimized.

In order to find the optimal parameters for the approximating
H measure, the minimization problem in Equation 3.20 has been
numerically solved, yielding α ≈ 49 and β ≈ 10 as best values. This
density function is plotted as the dashed line in Figure 3.3, and has an
expected value of 28.9% and a standard deviation of 10.4%. Although
the density theoretically is non zero for γ > 1, the accumulated
probability for this region is smaller than 10−3. In Section 3.6, a case
study will be carried out and it will be investigated how well the
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H measure approximates the EMPccp measure in terms of ranking
several classification techniques.

3.6 Case Study

This section presents a case study to illustrate the use of the EMPccp

and H measure for measuring classification performance in a customer
churn prediction context. A selection of 21 classification techniques
has been tested on 10 different customer churn data sets. The data
sets have been preprocessed to prepare them for the analysis. Ta-
ble 3.1 summarizes the main characteristics of the data sets. The
classification techniques used in the benchmarking study are listed in
Table 3.2 and include many commonly applied data mining methods.
A more extensive discussion regarding the data sets, the prepro-
cessing and the employed techniques can be found in the original
benchmarking study, carried out by Verbeke et al. (2012).

Each data set has been split into a training set and a test set,
where the former was used to train the classifiers, and the latter to
perform an out-of-sample test. Thus, each instance in the test set
is assigned a score s, on which classification is based by setting a
cutoff value. Through the empirical score distributions, the AUC, H
measure, MPccp measure and EMPccp measure are then calculated.
Per data set, each measure leads to a ranking of the 21 techniques.
Since the ranking is the most important output of the classification
performance measurement process, the rankings from the different
measures will be compared to one another. As the 10 data sets
involved in this study are independent, the 10 resulting rankings of
techniques are considered independent observations.

3.6.1 EMP versus other performance measures

Thus, each performance measure results in a ranking for every data
set. For each single data set, Kendall’s τb is used as a measure of
dependence between the rankings based on different performance
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Figure 3.4: Box plot indicating the distribution of correlations between
EMPccp and H2,2, H49,10, and MPccp respectively.

measures, yielding ten values for each correlation. The box plot in
Figure 3.4 shows the distribution of the values of the correlation
between EMPccp and the four displayed performance metrics. It is
clear that the agreement between AUC and EMPccp based rankings is
lowest, and it has the largest variability. The H measure with default
parameters (α = 2 and β = 2) shows a higher level of correlation, but
still significant variability. The H measure with optimized parameter
values however, shows very high correlation and lowest variability,
indicating that both rankings agree to a large extent and that this
is a reasonable approximation to the EMPccp measure. Finally, the
correlation between MPccp and EMPccp is again lower, which can
be attributed to the fact that the underlying cost and benefit as-
sumptions are different, i.e. it is a deterministic versus a probabilistic
approach. This also suggests that when the operator has accurate
estimates of the response rate γ, it is preferable to use MPccp as cri-
terion. When there is more uncertainty involved with the estimation
of γ, a probabilistic approach, and thus EMPccp, is recommended.
Furthermore, the box plot shows an outlier for the correlation be-
tween EMPccp and AUC, H2,2, and H49,10. These outliers correspond
to the data set D2, where the expected maximum profit is zero for all
techniques. As a result, EMPccp and MPccp consider all techniques to
be unprofitable, and they all receive the same rank. AUC, H2,2, and
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Figure 3.5: The average rank over ten data sets for each technique based
on several performance measures (i.e. AUC, H2,2, H49,10, MPccp, EMPccp).

H49,10 on the other hand will rank techniques differently. Therefore,
the correlation is low for this data set.

A further indication of the agreement in ranking is given in
Figure 3.5, which shows the rank of each technique, averaged over
the 10 data sets. The full line represents the ranking according
to the EMPccp measure, whereas the other points represent other
performance metrics. Hence, a point plotted far from the full line,
shows strong disagreement with the EMPccp based ranking. One can
immediately see that the disagreement of AUC with EMPccp is larger
than any other performance measure. The H measure with optimized
parameters follows the EMPccp ranking much closer, again indicating
that it is a reasonable approximation.

A second point of view is the profitability of a retention cam-
paign. As explained before, EMPccp ranks classifiers according to the
expected profit based on assumptions about the classification costs
and benefits. AUC, as shown by Hand (2009), is also a measure of
profit, but with invalid assumptions for the distribution of costs and



46 3.6. CASE STUDY

Se
le
ct
io
n
ba

se
d
on

E
M
P

c
c
p

Se
le
ct
io
n
ba

se
d
on

A
U
C

D
at
a
Se

t
Te

ch
ni
qu

e
E
M
P

c
c
p
(e

)
η

e
m

p
(%

)
Te

ch
ni
qu

e
A
U
C

E
M
P

c
c
p
(e

)
D
iff
er
en

ce
in

E
M
P

c
c
p
(e

)

O
1

A
D
T

0.
12
9

2.
10

Lo
gi
t

0.
74
7

0.
12
0

0.
00
9

O
2

N
N

0.
05
1

0.
09

B
ag

0.
64
4

0.
01
7

0.
03
4

O
3

B
oo

st
0.
64
6

3.
77

B
ag

0.
90
3

0.
52
1

0.
12
5

O
5

B
ag

1.
65
2

3.
44

B
ag

0.
96
4

1.
65
2

0
O
6

B
ag

0.
04
7

0.
32

B
ag

0.
90
2

0.
04
7

0
D
1

K
N
N
10

0.
00
1

0.
03

B
oo

st
0.
59
9

0
0.
00
1

D
2

PA
RT

0
0

B
ag

0.
61
8

0
0

D
3

B
N

0.
35
1

2.
83

N
B

0.
80
9

0.
21
4

0.
13
7

U
C
I

R
F

5.
73
4

13
.6
5

B
ag

0.
91
5

5.
64
0

0.
09
3

K
D
D

A
D
T

0.
37
9

7.
82

B
ag

0.
71
3

0.
37
5

0.
00
4

Ta
bl
e
3.
3:

M
od

el
se
le
ct
io
n
ba

se
d
on

EM
Pc

c
p
an

d
on

A
U
C
,w

ith
th
e
ex
pe

ct
ed

pr
ofi

tf
or

ea
ch

m
et
ho

d.
Fo

rm
od

el
se
le
ct
io
n

w
ith

EM
Pc

c
p
,a

lso
th
e
op

tim
al

fr
ac
tio

n
of

cu
st
om

er
s
to

ta
rg
et

is
gi
ve
n.



CHAPTER 3. EMP FOR CCP 47

benefits. Therefore, choosing a classifier based on AUC may lead
to suboptimal model selection from a profit point of view, which is
illustrated in Table 3.3. For each data set, the optimal technique is
selected based on EMPccp and on AUC, and the expected profit for
that particular choice of classifier is given. As indicated in the last
column, selection based on AUC leads in some cases to suboptimal
model selection, with losses up to e 0.137 per customer, a substantial
amount for telecom operators with millions of customers. Moreover,
for selection based on EMPccp, it is possible to calculate the fraction
of the vast customer base which needs to be targeted to realize the
maximal profit, which is also displayed in Table 3.3. This is one of
the major advantages of the EMPccp (and also the MPccp) measure,
as it gives guidance to practitioners about how many customers to
include in a retention campaign. When selecting a model with AUC
or the H measure, there is no such guidance, and deviating from the
optimal fraction may again lead to suboptimal profits.

3.6.2 Sensitivity analysis

Section 3.3.3 discusses the impact of variations in CLV, δ, and φ

on the estimated expected profit and analytically derives first order
approximations for this sensitivity. This yields some straightforward
rules of thumb for the sensitivity, such as e.g. the higher the targeted
fraction, the more sensitive the profit to changes in φ. However, the
question arises how the ranking between classification algorithms
is affected. Therefore, the results of the case study are used to
analyze this impact. First, the techniques have been ranked with the
proposed values for CLV, δ, and φ. Then, each parameter has been
multiplied with a constant (while holding the others equal), and the
techniques have been ranked again with this new parameter value.
The correlations between the ranking in the base scenario and the
ranking in the new scenario have been plotted for varying values of
the multiplier, ranging from 1/2 to 2. Figure 3.6 shows these results
for all three fixed parameters. The left axis and full lines indicate the
correlation between the ranking of the base scenario and the ranking
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Figure 3.6: Sensitivity of the EMPccp measure to variations in CLV, δ, and
φ respectively. The x-axis is plotted on a logarithmic scale with base 2, with
the multiplier ranging from 1/2 to 2.
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with the changed parameter. The median and the first and third
quartile (over the ten data sets) have been plotted. Note that the
plot for CLV assumes that CLV is changed while d and f are held
constant (not δ and φ). It can be seen that variations in both CLV
and δ have a similar impact, with median correlations decreasing
until 0.8. The impact of φ is virtually non-existent. Furthermore,
when the ranking changes, also the best performing technique (with
the highest expected profit) may change. Therefore, Figure 3.6 also
displays the impact of suboptimal classifier selection due to incorrect
parameter values on the profitability (the right axis and dashed lines
show the percentage loss due to incorrect classifier selection). Again,
the impact is most significant for CLV and δ, whereas variations in φ
do not impact the profitability. But even though there is an impact, it
is relatively limited to losses of maximal 20%, and this for substantial
variations in the parameters (doubling or halving the CLV or δ).
These results, both in terms of correlation between rankings and
percentage loss due to incorrect classifier selection, indicate that the
EMPccp measure and corresponding rankings are robust to changes
in the fixed parameters. The impact only becomes noticeable for
multipliers smaller than 0.75 or larger than 1.5.

3.7 Conclusion

Chapter 2 proposed a theoretical framework which incorporates all
gains and losses related to the employment of a data mining tech-
nique, and defined a probabilistic performance measure, the expected
maximum profit (EMP). However, to apply the EMP measure, it
needs to be defined for a specific business context. In this chapter,
the EMP measure is implemented for application in a customer churn
prediction context, which leads to EMPccp. Also the link between
EMPccp and the H measure was investigated and it appears that the
latter with appropriately chosen distribution parameters is a good
approximation of the former.

The EMP measure for customer churn is validated in an extensive
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case study. The results clearly indicate that the use of AUC as a
performance metric leads to suboptimal profits. The case study also
points to one of the major advantages of the EMPccp measure. It
does not only select the classifier which maximizes the profit, it also
provides the practitioner with an estimate of the fraction of the
customer base which needs to be targeted in the retention campaign.
This optimal fraction varies from case to case, and deviating from this
fraction again leads to suboptimal profits. Note that the H measure,
although it is able to select the most profitable classifier, does not
provide guidance on the optimal fraction of the customer base to be
included in the retention campaign. Finally, a sensitivity analysis
was carried out, to analyze how vulnerable the EMPccp measure is
to incorrect estimation of the fixed parameters CLV, δ, and φ. The
outcome shows that the EMPccp measure and its resulting ranking is
relatively robust with regard to changes in these parameter values.
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Chapter 4

EMP for consumer credit
scoring

Whereas the previous chapter turned its attention to the implementa-
tion of the EMP framework in a customer churn context, this chapter
will implement the EMP framework for consumer credit scoring. The
application within a credit scoring context will be illustrated with a
real life case study, which shows the advantages of the EMP measure
compared to traditional performance metrics.

This chapter is organized as follows. Section 4.1 gives a brief
introduction to credit scoring, after which a careful analysis of the
involved classification costs and benefits is presented in Section 4.2.
Section 4.3 will then show in detail how the general EMP measure
can be implemented for a credit scoring context, and an empirical
estimation procedure is discussed in Section 4.4. Finally, Section 4.5
will report the results of a case study, illustrating the usefulness of
the EMP framework in a credit scoring context.

4.1 Introduction

Credit scoring has become a very important application in statistical
modeling, and concerns distinguishing good from bad loan appli-
cants (Thomas, 2000). The main goal is to estimate the probability
of default, i.e. the event of a customer not paying back the loan in
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a given time period. For this task, a predictive model is developed
which assigns a score to each loan applicant. Such a predictive model
is then put to practice, by defining a cutoff value. Each applicant
with a score lower than a certain cutoff will be rejected, others will
be granted a loan. As pointed out by Hand (2005), it does not matter
by how much a score exceeds the cutoff, since the classification and
its related action will be the same.

During the past decades, a myriad of classification techniques has
been used for credit scoring (Baesens et al., 2003). Hence, performance
measurement of classification methods is essential for model selection,
i.e. to identify the most suited classification technique as well as to
tune the respective parameters (Ali and Smith, 2006). Traditional
performance measures such as the Gini coefficient, the KS statistic,
and the AUC measure are demonstrated to be inappropriate, since
they may lead to incorrect conclusions (Hand, 2005, 2009). The
reason for this is that the mentioned statistically motivated measures
do not always properly take into account the business reality of credit
scoring. Thus a guideline to select the most appropriate classification
model as well as to calculate an adequate cutoff value is still missing
if it comes to apply credit scoring in a profit-oriented setting, which
has already been advocated by e.g. Thomas (2009) and Finlay (2010).
This chapter defines an approach which tackles both requirements
simultaneously. That is, we propose a classification performance
measure, based on the EMP measure, taking into account the business
reality of credit scoring and defining the optimal cutoff value (from a
profitability perspective).

4.2 Cost and benefits in credit scoring

To apply the general EMP framework, outlined in Chapter 2, the
cost and benefit parameters (b0, c1, c∗) have to be determined for
the credit scoring context. We will use the cost framework developed
by Bravo et al. (2012) to calculate each of the parameters needed for
the presented method. Note that all costs and benefits are compared
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to the base scenario where no credit scoring model is built, and thus
all loan applications are accepted.

The first parameter to be defined is b0, the benefit of correctly
identifying a defaulter, which is equal to the loss incurred would the
loan have been granted:

b0 = LGD · EAD
A

= λ, (4.1)

with λ for notational convenience. A is the principal, LGD is the
loss given default, and EAD is the exposure at default (Mays and
Nuetzel, 2004). Thus, λ is the fraction of the loan amount which is
lost after default, and ranges from zero to one.

The second parameter to be determined is c1, the cost of in-
correctly classifying a good applicant as a defaulter, and is equal
to:

c1 = ROI, (4.2)

with ROI being the return on investment of the loan. For any loan, the
borrower-requested maturity M (as the number of periods) and the
principal amount A can be used to estimate the return, considering
the interest rate r typically offered at that term and principal level.
Under those assumptions, the ROI of the loan can be estimated using
the total interest formulas (Broverman, 2010):

ROI = pM −A
A

= rM

1− (1 + r)−M − 1, (4.3)

with p being the periodic payment:

p = Ar

1− (1 + r)−M . (4.4)

Finally, there is c∗, which is the cost of the action. Since rejecting
a customer does not lead to an extra cost, we assume c∗ = 0. Note
that there surely is a cost involved with building the credit scoring
model, but this cost is not related to a particular individual (it is
not a variable cost) and is similar among models. Therefore, in the
long run, it is marginal for large portfolios – as is usually the case in
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consumer credit scoring (Edelberg, 2006) – and can be omitted. The
average classification profit for credit scoring can then be defined.

Definition 4.1. The average classification profit for credit
scoring, P cs, is the interpretation of Definition 2.1 specifically for
credit scoring:

P cs(t;λ,ROI) = λ · π0F0(t)− ROI · π1F1(t). (4.5)

The definition of P cs enables us to specify the MP and EMP measure
for a credit scoring context, which is discussed in the next section.

4.3 A profit-based measure for CS

With the definition of the costs and benefits in a credit scoring
context, the profit-based performance measures can be implemented
for a credit scoring context. Definition 4.1 allows us to define the MP
measure for credit scoring, by optimizing P cs.

Definition 4.2. The maximum profit measure for credit scor-
ing, MPcs, is the interpretation of Definition 2.2 in a credit scoring
setting:

MPcs = max
∀t

P cs(t;λ,ROI). (4.6)

Along with the MP measure, the optimal fraction of rejected loan
applications can be determined as follows:

η̄csmp = π0F0(T ) + π1F1(T ), (4.7)

with:
T = arg max

∀t
P cs(t;λ,ROI). (4.8)

The cutoff t = T , for which the maximum profit is achieved, depends
on the cost benefit ratio for credit scoring:

θcs = c1 + c∗

b0 − c∗
= ROI

λ
. (4.9)
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Figure 4.1: Empirical cumulative distribution of λ.

For the MP measure, it is assumed that the cost benefit param-
eters are precisely known, which in practice is not the case. Hence,
the EMP measure adopts a probability distribution for the cost and
benefit parameters, h(b0, c1, c

∗). A first assumption is that the return
on investment (c1) is practically the same for all loans, as is usually
the case in consumer credit scoring. From equation (4.3) it can be
seen that at fixed terms the ROI depends on the variation of the
interest rate. A study by Edelberg (2006) noticed that the interest
rates varied between three to five percent per annum on average in
over a decade, so the ROI can be considered constant in portfolios
with similar terms.

The parameter λ (b0), however, is much more uncertain, since
recovery rates may vary between zero and hundred percent of the
total loan amount, and several distributions may arise (Somers and
Whittaker, 2007). Figure 4.1 shows the empirical cumulative dis-
tribution of λ for the two data sets used in this study. This shows
that a large part of the probability mass is situated in λ = 0, i.e.
complete recovery of the loan amount. Another, smaller probability
is observed for λ = 1, and the remainder of the probability is spread
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Figure 4.2: Illustration of four ROC curves with the same AUC but different
EMP.

out roughly evenly between zero and one. Thus, to calculate EMP,
for each defaulter it is assumed that:

• λ = 0 with probability p0, implying that the customer eventu-
ally pays back the entire loan amount,
• λ = 1 with probability p1, i.e. the customer defaults on the
entire loan,
• λ follows a uniform distribution in (0; 1), with the probability
density equal to α = 1− p0 − p1,

with p0 and p1 parameters specifying h(λ), thereby providing flexibil-
ity to adjust it to the specific situation in a certain company. With
these elements defined above, the EMP measure for credit scoring
can be defined.

Definition 4.3. The expected maximum profit measure for
credit scoring, EMPcs, is the interpretation of Definition 2.3 in a
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ROC Curve AUC EMP Fraction rejected

1 0.65 1.65% 2.7%
2 0.65 1.11% 8.45%
3 0.65 0.89% 11.83%
4 0.65 0.76% 14.51%

Table 4.1: Comparison of AUC and EMP for four synthetic ROC curves.

credit scoring setting:

EMPcs =
∫
γ
P cs(T (λ);λ,ROI) · h(λ)dλ, (4.10)

with T the optimal cutoff for a given λ, and h(λ) the probability
density function for λ.

Note that θcs, the cost-benefit ratio, ranges from ROI (for λ = 1)
to +∞ (for λ = 0). This means that the EMP integration does
not cover the entire ROC curve, since the slope of the ROC curve
varies from +∞ (in the origin) to 0 (in (1, 1)). So, even though both
AUC and EMP are based on the same ROC curve, they lead to
different results. This is illustrated by the four ROC curves shown
in Figure 4.2. All four curves have exactly the same AUC, but have
different EMP, as displayed in Table 4.1 (for this calculation it is
assumed that π0 = 0.20, ROI = 0.2644, p0 = 0.55, and p1 = 0.10).

Furthermore, the EMP-based fraction of rejected loans can be
calculated:

η̄csemp =
∫
λ

[π0F0 (T (λ)) + π1F1(T (λ))] · h(λ)dλ, (4.11)

with T (λ) being the optimal cutoff, as defined in Equation 4.8. In
the next section, a procedure for the empirical estimation of EMPcs

will be discussed.

4.4 Empirical estimation of EMP

For the theoretical derivation, it is usually assumed that ROC curves
are smooth. An empirical ROC curve, however, is a stepwise function
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with diagonal elements if there are ties. Furthermore, Fawcett (2006)
showed that the points on the convex hull of a ROC curve correspond
to the set of optimal operational points. Hence, we follow an approach
to calculate the EMP for credit scoring which is based on the convex
hull of the ROC curve, analogous to the approach for EMPccp.

Assume the convex hull of the ROC curve consists of m segments,
and let (r1i, r0i) be the end points of the segments with (r00, r10) =
(0, 0) and (r0m, r1m) = (1, 1), as illustrated in Figure 4.3. A score,
selected in the interval [si, si+1], will be the optimal cutoff for the
following value of λ (due to Equation 2.20):

r0(i+1) − r0i

r1(i+1) − r1i
= π1
π0
θcs = π1ROI

π0λ
. (4.12)

The λ’s are indexed corresponding to the upper end of the segment.
Thus, λi+1 is defined as:

λi+1 =
π1
(
r1(i+1) − r1i

)
π0(r0(i+1) − r0i)

· ROI, (4.13)

leading to m values for λ. Additionally we define λ0 = 0.
Note that λ is not bounded by one along the ROC curve. When

approaching the point (1, 1), λ becomes infinitely large. Therefore,
when calculating EMP, one replaces the series {λi|i = 0 . . .m} with
{λi|i = 0 . . . k+ 1}, with k = max{i|λi < 1}, and λk+1 = 1. Based on
Equation 4.5 and 4.10, the EMP measure can then be estimated by:

EMP = [λ0 · π0 · r00 · p0 − ROI · π1 · r10 · p0]

+
k∑
i=0

∫ λi+1

λi

[λ · π0 · r0i − ROI · π1 · r1i]h(λ)dλ

+
[
λk+1 · π0 · r0(k+1) · p1 − ROI · π1 · r1(k+1) · p1

]
, (4.14)

The contributions in the square brackets correspond to the probability
mass for λ = 0 or λ = 1. Since λ is constant over the segments,
r0i and r1i are constant in the end points of the segments, and
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Figure 4.3: Segments of the convex hull of an empirical ROC curve.

h(λ) = 1− p0 − p1, this can be written as:

EMP =(1− p0 − p1)
k∑
i=0

[
π0r0i

2 (λ2
i+1 − λ2

i )− ROI · π1r1i(λi+1 − λi)
]

+
[
π0 · r0(k+1) · p1 − ROI · π1 · r1(k+1) · p1

]
. (4.15)

Note that the contribution corresponding to λ0 vanishes – both r00
and r10 are equal to zero – and that λk+1 = 1. Due to the upper
bound for λ, which is equal to one, the integration does not cover the
entire ROC curve by definition. Furthermore, in the above formulas,
the class zero must represent the defaulters and the labels are not
interchangeable. This is caused by the fact that the integration does
not span the entire ROC curve.

4.5 Case study

In this section, we demonstrate the usefulness of the proposed profit-
based performance measure for credit scoring with real data. The
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EMP measure is an alternative for other existing performance mea-
sures. Given their widespread use, we focus on two commonly used
performance measures for comparison: AUC and accuracy (ACC).
Our experimental procedure compares the use of each of these metrics
during the credit scoring development process, while focusing on two
important aspects: parameter tuning and cutoff point determination.

First, Section 4.5.1 describes the data set, after which the ex-
perimental setup is discussed in Section 4.5.2. Section 4.5.3 and
Section 4.5.4 respectively address the results with regards to parame-
ter tuning and cutoff point determination.

4.5.1 Consumer credit data set

For our experiments, we use two data sets composed of loans for
micro-entrepreneurs granted by a government organization during
the years 1997-2007. The data set characteristics are summarized
in Table 4.2 and described below (for more details see Bravo et al.
(2012)):

• New Borrowers: The first data set consists of 37,492 loans
granted to borrowers with no previous credit history with the
organization. Each loan is described by 16 variables, such as
socio-demographic descriptors (age, country region, employ-
ment, etc.) and an economic profiling (ownership of properties,
goods relevant for the application of the loan, etc.). The mean
loan value is 1,123 EUR, the mean term is 2.5 years, and the
data set presents a default rate of 30.56%.

• Returning Borrowers: The second data set is formed by 103,466
loans granted to borrowers that already have had a loan with the
institution, i.e. there was credit history available. The variables
presented before are complemented by eight credit history
variables, such as the total number of past and concurrent
loans, maximum and mean arrears in previous loans, total
amount granted, etc. The data set has an average loan value
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Table 4.2: Data set characteristics.

# Observations # Variables % Default

New Borrowers 37,492 17 30.56%
Returning Borrowers 103,466 19 20.47%

of 1, 150 EUR, with a mean term of 2.4 years and an observed
default rate of 20.47%.

Since this data set comes from a previously developed credit
scoring model (Bravo et al., 2012), it is known that all predictive vari-
ables are significant. Also, besides the predictive variables, additional
information was captured while the loan was being repaid1. The EAD
and LGD of defaulted loans is used to estimate the perceived loss,
and the granted amount is used to estimate the profit for each of the
loans, as was described in Section 4.2.

4.5.2 Experimental setup

We chose two different models for our experiments: Artificial Neural
Networks (ANN) using logistic output transfer functions, with a single
hidden layer; and logistic regression. The reasons for these models is
that logistic regression is the most commonly used method in credit
scoring applications, accounting for more than 90% of all models
according to Thomas et al. (2002). ANN, however, were proven to
be the most efficient model in a large number of data sets (Baesens
et al., 2003). The problem with ANN is that their black-box nature
goes against Basel II regulations requiring transparency in the loan
granting process, so much more transparent methods are needed
(Allen et al., 2004; Martens et al., 2007). Nevertheless, we use ANN
as a benchmark to obtain best-case results.

1In particular information necessary for estimating the exposure and the loss,
that is, repayments made after default, total number of payments, collateral value
and recovery percentage at default
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During the model building step of ANN, certain parameters,
such as the hidden layer size and the number of iterations need
to be tuned. Therefore, a grid search is conducted over a set of
candidate parameters. In order to select the best set of parameters, a
performance measure is needed. We will contrast AUC, accuracy, and
EMP. Once the model is obtained, a decision has to be made regarding
when any given loan applicant is considered a defaulter, and when
it is considered a good customer. That decision is made by setting
a cutoff point, which transforms the continuous score into a binary
output. According to Bravo et al. (2012), there are two methods to
take that decision when no EMP measure is used: (1) focusing on
the cost of the operation, or (2) using the accuracy to define the
optimal cutoff. The EMP measure, however, gives the fraction of cases
that should be rejected, which can then be transformed to a cutoff
point. This characteristic is unique among all methods compared,
so for the benchmark we took two approaches: if a model was built
using accuracy as performance measure, then accuracy is also used to
determine the cutoff point (maximum accuracy in training set). For
AUC, since there is no way to determine a cutoff from the measure
itself, we reproduced the observed default rate, representing the “best
bet” in absence of further information.

To assess the quality of the resulting credit scoring model, we
compare three different measures: accuracy, total profit, and the
average profit per accepted loan.

4.5.3 Parameter tuning

The first aspect analyzed is the parameter tuning of the ANN. Two
parameters were tuned during this process: the number of iterations,
and the number of neurons in the hidden layer. Each of the data sets
was divided into three parts: a parameter tuning data set (20% of
observations), used to vary the parameters, a training set (60% of
observations) for training the model once the optimal parameters
were found, and an independent test set (20% of observations) which
is used for reporting results. The test set is the same across all
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Table 4.3: Results of parameter tuning for New Borrowers.

Performance
Measure

Iters. Hidden
Layer Size

Value
of PM

Optimal
Fraction

Accuracy 450 29 0.6772 N/A
AUC 150 32 0.6834 N/A
EMP 150 32 0.0301 17.56%

Table 4.4: Results of parameter tuning for Returning Borrowers.

Performance
Measure

Iters. Hidden
Layer Size

Value
of PM

Optimal
Fraction

Accuracy 50 25 0.768 N/A
AUC 250 26 0.827 N/A
EMP 400 21 0.023 10.16%

experiments, so results are comparable throughout the chapter.
The grid in which the search was performed depended on the

parameter and the data set. The number of neurons was chosen from
the interval [V2 , 2V ], with V the number of input variables, while the
number of iterations was chosen from the interval [50, 1000] in steps
of 50 iterations. A model was trained in each of the grid elements for
the parameter set, and the best one for each measure (AUC, ACC,
EMP) was then trained using the respective parameter set as input
after which the results were measured using the test set. Table 4.3
and Table 4.4 show the results for each of the data sets.

For New Borrowers, both AUC and EMP select the same config-
uration: 150 iterations and 32 neurons, whereas accuracy expands
the training time (450 iterations), but reduces the complexity of the
network (29 hidden neurons). For the data set of returning borrowers,
EMP selects 400 training iterations, but only 21 neurons, versus 250
iterations and 26 neurons for AUC.

The last two columns of Table 4.3 and Table 4.4 show the value
of the respective performance measure and the optimal fraction. The
performance in terms of AUC and accuracy is better for the returning
borrowers, as one would expect given the richer data. This is not
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true, however, for EMP, where performance decreases from 3% to
2.3%. This seems counter-intuitive considering the richer data for
Returning Borrowers, but is explained by the fact that the absolute
value of EMP cannot be compared over different data sets when the
context (e.g. the default rate) is different. In this case, the data set
of new borrowers contains more defaulters (30.56%) than the data
set of returning borrowers (20.47%). Remember that EMP measures
the incremental profit as compared to not building a credit scoring
model, expressed as a percentage of the total loan amount. The
more defaulters there are in a data set, the easier it is to increase
the profitability by building a credit scoring model, even with less
data available. This also means that it is worthwhile to reject more
applicants for New Borrowers (17.56%) as compared to Returning
Borrowers (10.16%). Note that AUC and accuracy do not provide
information about the profitability, one of the major strengths of
EMP besides the optimal fraction, which will be discussed in the
next section.

4.5.4 Cutoff point determination

The next step, after having trained a model, is determining the
cutoff point which allows the actual classification into two groups.
The cutoff value has been determined for the different performance
measures, after which the performance of the model has been assessed
with the test set. There are four tables of results for this step: two
for each model and two for each data set. Table 4.5 and Table 4.6
show the results for the ANN, for which the parameters determined
in Section 4.5.3 were used.

From the tables, the advantages of using a profit-driven measure
are evident. Considering the total profit, EMP brings the highest
value among all combinations, with differences of up to 100,000 EUR
as compared to the scenario where no model is used. EMP achieves an
excellent trade-off between accuracy and profit, since it also reaches
the best accuracy across all data sets, which is mostly driven by the
automatic cutoff point determination. The number of granted loans is
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highest for the EMP-based model, and at the same time the highest
total profit is achieved. One could argue that the EMP-based model
ensures better rewards across the distribution of loans, even though
that means accepting some riskier loans that might end in a default.

The results for the logistic regression models are shown in Ta-
ble 4.7 and Table 4.8. Since logistic regression models do not have
parameters to be tuned, the variation in the results is entirely at-
tributable to the cutoff value. Hence, these results provide insight
in the importance of cutoff point determination. For the model for
new borrowers, the difference between EMP-based and ACC-based
cutoff value is very small in terms of accuracy, and it is non-existent
in the case of returning borrowers. However, there are again dif-
ferences in the total profit and the average profit per loan. This
once again illustrates that the EMP-based cutoff determination is a
better overall choice, resulting in the best accuracy and a significant,
although lower, improvement in the monetary gain. The results are
also consistent regarding the average profit per loan: EMP leads to
the lowest one among the three models, and in this case AUC is the
one with highest average profit. The reason is that the AUC model
is much more restrictive, since we reproduce an already high default
rate, with a cutoff of 0.55 for the first data set and 0.67 for the second
one, so it takes a much more conservative approach than the other
two measures.

As shown in Bravo et al. (2012), a cutoff purely based on accuracy
is too lenient to be used on its own, mostly because there usually is a
much higher number of good borrowers than bad borrowers in a data
set. On the other hand, a cutoff based solely on average cost is too
restrictive, since this implies rejecting too many loans as each loan
represents a risk. The use of a profit-oriented performance measure
such as EMP has the advantage of achieving an acceptable trade-off
between both criteria, when just one cutoff is to be determined.
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Table 4.5: Cutoff selection for each measure, ANN, New Borrowers.

Model Cutoff ACC
[%]

Total Profit
[EUR]

Profit/Loan
[EUR]

Granted
Loans

No Model N/A 69.48 671,712.21 17.92 37,492
ACC-based 0.80 70.32 718,304.08 104.22 6,892
AUC-based 0.56 68.01 679,303.83 131.60 5,162
EMP-based 0.67 70.48 764,680.73 124.84 6,125

Table 4.6: Cutoff selection for each measure, ANN, Returning Borrowers.

Model Cutoff ACC
[%]

Total Profit
[EUR]

Profit/Loan
[EUR]

Granted
Loans

No Model N/A 79.83 3,375,666 32.63 103,466
ACC-based 0.80 83.63 3,751,123 209.71 17,887
AUC-based 0.68 82.38 3,602,599 220.44 16,343
EMP-based 0.84 83.74 3,781,266 204.81 18,462

Table 4.7: Cutoff selection for each measure, Logistic Regression, New
Borrowers.

Model Cutoff ACC
[%]

Total Profit
[EUR]

Profit/Loan
[EUR]

Granted
Loans

No Model N/A 69.48 671,712 17.92 37,492
ACC-based 0.60 69.77 691,468 117.62 5,879
AUC-based 0.55 66.53 603,187.41 116.85 5,162
EMP-based 0.61 69.81 691,485 115.02 6,012

Table 4.8: Cutoff selection for each measure, Logistic Regression, Returning
Borrowers.

Model Cutoff ACC
[%]

Total Profit
[EUR]

Profit/Loan
[EUR]

Granted
Loans

No Model N/A 79.83 3,375,666 32.63 103,466
ACC-based 0.80 83.20 3,648,778 201.00 18,153
AUC-based 0.67 81.65 3,472,887 212.50 16,343
EMP-based 0.82 83.20 3,687,437 199.81 18,455
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4.6 Conclusion

This chapter presents a profit-based performance measure, based on
EMP, a recently proposed general classification performance measure.
This general approach has been adapted for the specific case of
consumer credit scoring. This performance measure accounts for
the benefits generated by healthy loans and the costs caused by
loan defaults (driven by the loss given default and the exposure at
default). As a result, the profit-based measure allows for profit-driven
model selection, i.e. it allows practitioners to pick the credit scoring
model which increases profitability most. Furthermore, the proposed
technique provides the practitioner with the optimal cutoff value,
which is required in an operational context where the continuous
score of a credit scoring model has to be transformed into a binary
decision. This is a feature which other performance measures do not
provide, and is a major advantage of the EMP measure.

The results of our experiments indicate that using the EMP
measure for model selection leads to more profitable credit scoring
models. Moreover, employing the EMP-based cutoff value for rejecting
loan applicants further increases the profitability by granting more
loans than traditional approaches. Besides, the lender gains insight in
the monetary reward of implementing a credit scoring model, which
improves the practical use of the model.
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Chapter 5

Toward profit-driven
model building

In the previous chapters, a framework for profit-based classification
performance measurement, the EMP framework, has been proposed.
The EMP framework has been applied to customer churn prediction
and to credit scoring in order to illustrate its usefulness in a business
context. Hereby, the emphasis lied on measuring the performance of
traditional classification techniques. In this chapter, however, we will
explore the advantages of incorporating the profitability aspect into
the model building step itself.

The remainder of this chapter is organized as follows. First we
give a brief introduction, after which we outline the decision process
and the use of predictive modeling in churn management. We then
develop three hypotheses on profit-based modeling and explain our
methodology to test these. Subsequently, we report empirical results
and then conclude the chapter with a summary and an outlook to
future research.

5.1 Introduction

This chapter focuses on resource allocation in a marketing context,
and more specifically on selecting a target group for a retention
management program. Customer retention is a key driver of firm per-
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formance, especially in highly competitive, saturated markets where
the acquisition of new customers is difficult and associated with high
cost (e.g., Gupta and Zeithaml (2006)). Churn management repre-
sents a proactive approach to retain customers. It involves identifying
likely churners based on demographic and behavioral customer data,
and targeting these customers with a retention campaign (e.g., Neslin
et al. (2006)). Hereby, the business objective is to increase firm perfor-
mance through sustaining profitable customers. Therefore, in order
to match managers’ requirements and to have a high task-technology
fit, churn models should focus on maximizing the profitability of the
churn management campaign.

We argue that today’s systems are not well aligned with actual
business objectives. Whereas some progress on business-oriented as-
sessment criteria has been made (Glady et al., 2009; Verbeke et al.,
2012), the model building is carried out in a purely statistical manner,
agnostic of business objectives and requirements. Overcoming the
partial mismatch between decision makers’ needs and the deliverables
of predictive models is therefore the overall objective of this study.
Predictive models, also known as predictive analytics (PA), consist of
two components: (1) data-driven models designed to predict future
observations and (2) methods to assess the predictive power of such
models (Shmueli and Koppius, 2011). When developing a PA solu-
tion for churn management, it is important to recognize that both
components contribute to or impede the decision support system
(DSS) effectiveness. The specific contribution of this study is to shift
attention to the first PA component, the prediction model itself. The
first, and maybe most important, step in building predictive models
is defining the modeling goal (Shmueli and Koppius, 2011). We argue
that, in our application context, this goal should be increasing the
profitability of the retention campaign, rather than some statistical
measure of model fit. We develop and test three hypotheses related to
profit-based model building and the insufficiency of using profit-based
performance measures for model assessment only.
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5.2 Marketing analytics for customer churn
management

A key decision task in churn management is to define the target
group of a retention program. A typical campaign planning process
consists of two elements:

1. Predicting the likelihood of churn on a customer level and
ranking the customers accordingly,

2. Setting a cutoff value and hereby deciding who is included in
the campaign.

These two steps then result in a customer churn management cam-
paign, for which the costs and benefits are schematically illustrated in
Figure 3.1. Consider that a company with N customers is facing an
outflow of π0 percent of its customer base each period. The average
remaining customer lifetime value is CLV . In order to limit losses
due to customer churn, the company sets up a churn management
campaign, whereby a number of customers, i.e. the target group, will
receive a retention offer. The true would-be churners in the target
group accept this offer with probability γ, whereas the non-churners
certainly accept the offer. Clearly, targeting a non-churner is a waste
of marketing budget. The profitability of the campaign is usually
assessed through incremental profits, relatively to the base scenario
where no campaign is undertaken. In particular, the incremental
profit of a churn management campaign is (Neslin et al., 2006):

Profit = N · η[(γCLV + d(1− γ))π0λ− d− f ]−A, (5.1)

with A the fixed administrative costs, d the cost of the retention
offer, and f the cost of contacting a customer. Also important is
the probability that a churner accepts the retention offer, γ, the size
of the target group (as a fraction of N), η, and the lift coefficient,
λ, which is the percentage of churners in the target group divided
by the base churn rate, π0. For example, a lift coefficient equal to 3
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means that a model-based targeting identifies 3 times more churners
than soliciting customers at random.

PA plays an important role in customer churn management. De-
mographic and transactional customer data is easily available in
company databases and facilitates anticipating future customer be-
havior through data-driven prediction models (e.g., Padmanabhan
and Tuzhilin (2003)). The first step in the campaign planning pro-
cess, i.e. ranking the customers in terms of their model-estimated
probability to churn, is often accomplished by classification methods.
Managers can choose from a large set of alternative classifiers (e.g.,
Hastie et al. (2001)). Given the large variety of available methods,
performance assessment and model selection are important issues.
Several performance indicators have been proposed (e.g., Baldi et al.
(2000)). However, these measures focus on statistical criteria and
embody a notion of accuracy that is often less important in a churn
context. Therefore, the prevailing performance indicator in the in-
dustry is the lift-coefficient (e.g., Neslin et al. (2006)).

However, a disadvantage of the lift coefficient is that it assumes a
fixed campaign size. Fixing the size of the target group a priori is not
ideal because it leaves out information provided by the churn model.
Overall campaign profit often increases when targeting only customers
with high model-estimated churn probability (Verbeke et al., 2012).
To maximize profits, it may thus be necessary to reduce the size of the
target group compared to using the entire budget per default. In order
to allow more flexibility with regards to the target group size, Verbeke
et al. (2012) propose the maximum profit measure for customer churn
(MPccp) which is tailored to PA in a churn management context.
MPccp directly connects the classification performance of a model
with the profitability of the retention campaign. In particular, MPccp

calculates the maximum profit for each model by optimizing the
target group size. Besides selecting the most profitable model, MPccp

also provides the marketing analyst with the optimal size of the
target group. This is an important improvement compared to the lift
coefficient as it further closes the gap between the business objective
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and PA-based decision support in churn management. Instead of
assuming a fixed marketing budget for a retention campaign, the
manager may now adjust the marketing budget in order to optimize
the profit of the campaign.

Previous research has mainly focused on incorporating business
objectives (such as campaign profit) into the performance assessment
component of PA. This ignores the other component, the predictive
model itself. Nearly all classifiers described in the literature are
general purpose algorithms, well grounded in statistics but unable
to account for business objectives or task-specific requirements. This
mismatch between the model and the business goal is one reason why
we assert that the standard approach toward model-based decision
support in churn management is not well aligned with decision makers’
needs. We argue that the profitability goal should be taken into
account from the very beginning, i.e. in the model building step
and not only when selecting a churn model for deployment. In the
next section, we develop three hypotheses to test this assertion and
to identify further ways to close the gap between the DSS and the
manager’s goal.

5.3 Research questions

Our research questions focus on both PA components, model assess-
ment and model building. The role of model assessment pertains to
identifying a suitable prediction model (e.g., out of a set of alterna-
tive models) for deployment. In this sense, profit-oriented assessment
criteria can contribute toward the business performance of a churn
management DSS if they identify the most appropriate – in busi-
ness terms – model more accurately than a traditional approach.
The main concern from a managerial perspective is whether a churn
model emerging from a profit-based model selection truly increases
the profitability of a churn management campaign. We therefore test:

H1: MPccp-based model assessment leads to selecting
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more profitable churn models than model assessment based
on the lift coefficient.

Profit-oriented model selection is a first step to bridge the gap between
managers’ needs and PA-based decision support. However, during
model construction the individual churn models – from which the
best model is selected – optimize some performance criterion which
typically is not based on profitability. For example, logistic regression
uses maximum likelihood estimation, whereas decision trees use
information theoretic criteria (e.g., Hastie et al. (2001)). Our main
proposition is that introducing profit-orientation into the model
building process further increases models business performance. To
confirm this, we test:

H2: MPccp-based model building leads to more profitable
churn models than constructing conventional churn mod-
els based on conventional statistical assessment criteria.

Our second hypothesis refers to current churn modeling practices.
That is, the practice to predict churn with classification methods. Con-
firming H2 would expose the weakness of this approach. To support
the effectiveness of a business-oriented model building paradigm and
to gain further insight into the relationship between model building
and model assessment criteria, our last hypothesis states that:

H3: MPccp-based model building leads to more profitable
churn models than model building using the lift coefficient.

The lift coefficient has up till now only been used for model assess-
ment in marketing. Recall that it is more aligned with the actual
decision problem in campaign planning than the statistical accuracy
indicators that conventional classifiers embody. However, it does
not accurately reflect the true profitability of a retention campaign
(Verbeke et al., 2012). The importance of H3 is thus to show that
using business-oriented performance measures for model building
leads to decision outcomes which are more closely aligned with actual
business requirements.
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5.4 Methodology

To test our hypotheses, we first construct a pool of churn models
using conventional classification methods. In particular, we choose
the methods that have been studied in a recent churn prediction
benchmark (Verbeke et al., 2012). This selection spans a wide range
of alternative classifiers, from established techniques such as logistic
regression to sophisticated boosting machines that represent the state-
of-the-art in churn prediction (e.g., Lemmens and Croux (2006)). All
techniques provide some parameters that allow tuning the method
to a particular prediction task. Using recommendations from the
literature (e.g., Caruana et al. (2004)), we define candidate values
for these parameters and create models for every parameter setting.
This allows us to create a large library of 693 churn models. A brief
description of the employed prediction methods and their parameter
settings is available online.

We then use MPccp and the lift coefficient to select one best
performing model from the library. To confirm H1, we examine the
significance of differences in profitability among the two choices. Ex-
amining H2 and H3 requires a prediction framework that facilitates
profit-based model building. To that end, we use the ensemble se-
lection (ES) framework of (Caruana et al., 2004, 2006). The term
ensemble refers to a composite-model that integrates several individ-
ual prediction models (e.g., Shmueli and Koppius (2011)). ES is a
two-stage modeling philosophy. In the first stage a library of candi-
date models is created. In the second stage, ES iteratively selects
candidate models for the ensemble so as to increase the prediction
performance of the ensemble. The models included in the ensemble
are combined by computing a simple average over their predictions.
ES continues to add models to the ensemble as long as this increases
the performance of the ensemble prediction (Caruana et al., 2004).

It is important to note that the selection process in the second ES
stage does not depend on a particular performance measure. All that
matters is whether the inclusion of one additional model improves



76 5.5. EXPERIMENTAL DESIGN

the current ensemble. The analyst is free to use any measure s/he
deems most appropriate for a given prediction task. ES will gear
the construction of the ensemble model towards this measure and
thereby account for the task-specific notion of model performance
that the chosen measure embodies. This makes ES an appropriate
choice for examining the effectiveness of profit-based churn modeling.
In particular, to test our second hypothesis, we create an ES-based
ensemble model that maximizes the EMPccp measure during ensemble
selection. We then compare this ensemble model to the best – in
terms of EMPccp – churn model from our library. Finally, we test
H3 through a comparison of two ES-based ensemble models. The
first is just the same one used to test H2. The second model uses the
lift-coefficient instead of EMPccp during member selection and thus
gears model building toward achieving high lift.

5.5 Experimental design

We examine our research questions by means of an empirical study in
the telecommunication industry. Churn prediction plays an important
role in this industry. Due to the drastic increase in mobile phone
users, telecommunication markets are getting saturated and the
emphasis is shifting from attracting new customers to retaining the
existing customer base. Moreover, marketing analytics is most likely
to have a positive performance impact when a firm has a substantial
amount of data at its disposal, when the industry is characterized
by fierce competition, and when the customer preferences change
rapidly (Germann et al., 2013). This makes the telecommunication
industry a suitable environment to explore the efficacy of predictive
marketing analytics. In particular, we use a sample of eight churn
data sets from U.S. and European Telco operators. All data sets have
been used in previous studies (e.g., Mozer et al. (2000); Verbeke et al.
(2012)) and past churn modeling tournaments (e.g., Guyon et al.
(2010); Neslin et al. (2006)). Different demographic and behavioral
variables associated with, e.g., call detail records, subscription plans,
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or billing information are available to describe the customers and to
model the binary event variable churn=yes/no. In particular, a churn
event involves a customer canceling or not renewing a subscription
in a predefined time window. Summary statistics of the data sets are
provided in Table 5.1.

To examine the performance of different churn models, we ran-
domly partition all data sets into a training sample (60%) and an
out-of-sample test set (40%). This way, all models predict an unseen
set of data which has not been used during model building. The
out-of-sample validation mimics an application of the model in cor-
porate practice and thus facilitates a realistic and robust assessment
(e.g., Collopy et al. (1994)). In addition, we require a second set of
validation data to test some of our hypotheses. For example, the
ES approach employs validation data to select models for the final
ensemble. We obtain this validation data by means of cross-validating
all churn models on the training sample (Caruana et al., 2006).

5.6 Empirical results

We summarize the results of our experiments in Table 5.1, where
we label our data sets D1 – D8. Recall that we built 693 churn
models per data set. As an initial exploration, we first assess all
models in terms of MPccp and the lift coefficient and then examine
the rank correlation (i.e., Kendall’s τ) between the two performance
measures (third column of Table 5.1). In several cases, we observe
values between 0.4 and 0.6, or above 0.6 indicating moderate or
strong positive association, respectively. However, it is important
to remember the difference between MPccp and the lift coefficient.
The latter assumes a fixed campaign size whereas MPccp determines
the optimal fraction of customers to target. With this in mind, it is
noteworthy that the correlation between the two measures can be as
low as 0.12 or 0.17. Thus, we find an indication that a traditional
and a profit-based assessment criterion can differ in their ranking of
model performance.
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Cases x
variables

Consis-
tency

Profit from retention campaign (in EUR)
Selection with ES maximizing

Lift MPccp MPccp Lift

D1 40,000 x 70 0.17 22.66 22.63 22.65 22.62
D2 93,893 x 196 0.12 22.59 22.58 22.6 22.58
D3 12,410 x 18 0.47 16.54 16.61 16.68 16.66
D4 69,309 x 67 0.6 8.89 8.92 8.94 8.87
D5 21,143 x 384 0.86 0.99 1.02 1.26 1.17
D6 50,000 x 301 0.38 0.05 0.07 0.07 0.06
D7 47,761 x 41 0.59 0.16 0.16 0.18 0.19
D8 5,000 x 18 0.68 6.14 6.19 6.37 6.15

Table 5.1: Empirical results of alternative traditional and profit-based churn
models.

Although assessment consistency is a relevant statistical property,
only a single churn model is selected to guide campaign targeting.
An important managerial concern is thus to ensure that the single,
eventually deployed model truly gives the largest profit (i.e., H1 ).
To test this, we contrast the profitability (on test data) of the two
models that perform best (on validation data) in terms of MPccp

and the lift coefficient, respectively. Specifically, we use MPccp to
determine an optimal target fraction and compute an average per
customer profit for an accordingly sized campaign. To that end, we
use formula (1) with parameter values as in (Neslin et al., 2006). The
resulting profits are shown in columns four and five of Table 5.1. A
Wilcoxon signed rank test, the recommended approach for such a
comparison (Demšar, 2006), suggests that the null-hypothesis of equal
profitability cannot be rejected (p-value: 0.11). In other words, our
results do not provide sufficient evidence to conclude that selecting
churn models in terms of MPccp increases eventual campaign profits.
This is an intriguing finding. Previous work on profit-based churn
modeling has concentrated on developing better assessment criteria
(Glady et al., 2009; Verbeke et al., 2012). The implicit assumption of
such an approach is that a profit-based model assessment leads to
the selection of models with higher business performance. This is the
essence of our first hypothesis. Given that our results cast doubt on
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H1, the link between model selection and model performance may be
weaker than previously assumed. This puts the practice to only focus
on the assessment component of PA into perspective and stresses the
importance of also considering the model building step.

To test our second hypothesis, we compare two different modeling
approaches: (1) selecting the individual churn model with highest
MPccp (on validation data) from the library for deployment, and (2)
using ES to create an ensemble model that is designed to maximize
MPccp. Compared to the former approach, ES never performs worse
and gives higher per customer profits in seven out of eight cases
(column five and six in Table 5.1). Therefore, we accept H2 (p-value:
0.0156) and conclude that profit-oriented model building facilitates
significantly higher profits than simply selecting some standard model
in a profit-oriented manner. This suggests that, among the two PA
components, model building and model assessment, the former is
indeed the more important lever to improve the profitability of churn
models. Finally, we note that other factors besides using MPccp for
selecting ensemble members might have influenced the performance of
our profit-based modeling approach. To further support the previous
conclusion, we create another set of ES-based ensemble models, but
now using the lift coefficient instead of MPccp for member selection
(i.e., H3 ). The last column of Table 5.1 reports the profitability of the
corresponding churn models. We find that MPccp is indeed the more
appropriate selection criterion. It produces higher profits in seven
cases, which represents a significant improvement (p-value: 0.0234).
The only difference between the modeling philosophies reported in
the two rightmost columns of Table 5.1 is the performance criterion
used for selecting ensemble members. Our results evidence that this
part of the model building should mimic the business objective as
accurately as possible. If decision makers care about profit, predictive
decision support models should be built in a profit-driven fashion.
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5.7 Conclusion

We have observed that PA-based decision support is often not well
aligned with managers’ requirements. The suboptimal situation this
may lead to has been illustrated in the context of churn management,
where the main business concern is to maximize the profit of retention
programs. We developed and tested three hypotheses which analyze
the weaknesses of current PA practices in churn modeling and how
these weaknesses can be overcome. The main implication of our
study is that prediction models should be built in awareness of the
decision task they are meant to support, and thus should focus on
the profitability of a retention campaign in the case of customer
churn prediction. In particular, we illustrate that profit-based model
building may benefit campaign profits. Another implication is that
focusing on business-oriented model assessment alone, a trend we
observe in the literature, overlooks the more important part of PA.
Eventually, both components should be geared toward business needs.
This is an important step to bridge the gap between the manager and
the model level and thus to improve the effectiveness of PA-based
decision support solutions.

Although this study provides some evidence in favor of profit-
based modeling, it has several limitations that need to be addressed
in future research. First, the profit model used in this work includes
customer profitability in the form of an average remaining CLV. As
a consequence, all churners are treated equally and accurately pre-
dicting churn becomes the main determinant of profit. Considering
profitability on a per-customer-level would help to give better advice
with regard to which customers should be contacted in a retention
campaign. A closely related issue pertains to the likelihood of ac-
tual churners accepting a retention offer. Based on previous research
(Neslin et al., 2006), we assumed a fixed acceptance rate. Recently,
some progress has been made to remedy this simplification. The
expected maximum profit criterion integrates over all possible accep-
tance rates and is thus a more robust profit indicator (Verbraken
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et al., 2013d). Extending our results to this measure is another task
for future research. Third, a key challenge in profit-based modeling
is to actually implement this paradigm as a prediction model. The
ES framework used here is a valuable approach. However, it employs
MPccp only in the second modeling stage. This way, the profit-based
modeling is carried out on the basis of the library models, which, in
turn, result from standard (statistical) prediction methods. A more
direct integration of MPccp or other business-oriented measures into
a prediction method would be useful to augment our findings and
test the efficacy of profit-based modeling with higher fidelity. We are
currently exploring methods from the realms of heuristic search to
construct purely profit-driven churn models.
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Chapter 6

Customer churn
prediction with Bayesian
network classifiers

Abstract

Customer churn prediction is becoming an increasingly important
business analytics problem for telecom operators. In order to increase
the efficiency of customer retention campaigns, churn prediction
models need to be accurate as well as compact and interpretable.
Although a myriad of techniques for churn prediction has been exam-
ined, there has been little attention for the use of Bayesian Network
classifiers. This chapter investigates the predictive power of a num-
ber of Bayesian Network algorithms, ranging from the Naive Bayes
classifier to General Bayesian Network classifiers. Furthermore, a
feature selection method based on the concept of the Markov Blan-
ket, which is genuinely related to Bayesian Networks, is tested. The
performance of the classifiers is evaluated with both the Area un-
der the Receiver Operating Characteristic Curve and the recently
introduced Maximum Profit criterion. The Maximum Profit criterion
performs an intelligent optimization by targeting this fraction of the
customer base which would maximize the profit generated by a reten-
tion campaign. The results of the experiments are rigorously tested
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and indicate that most of the analyzed techniques have a comparable
performance. Some methods, however, are more preferred since they
lead to compact networks, which enhances the interpretability and
comprehensibility of the churn prediction models.

6.1 Introduction

The number of mobile phone users has increased tremendously during
the last decade. At the end of 2010, there will be more than five
billion mobile phone users1, which is over 70% of the world popula-
tion. As a result, telecommunication markets are getting saturated,
particularly in developed countries, and mobile phone penetration
rates are stagnating. Therefore, operators are shifting their focus
from attracting new customers to retaining the existing customer
base. Moreover, the literature reports that customer retention is
profitable because: (1) acquiring a new client is five to six times more
costly than retaining an existing customer (Athanassopoulos, 2000;
Bhattacharya, 1998; Colgate and Danaher, 2000; Rasmusson, 1999);
(2) long-term customers generate higher profits, tend to be less sensi-
tive to competitive marketing activities, become less costly to serve,
and may provide new referrals through positive word-of-mouth, while
dissatisfied customers might spread negative word-of mouth (Colgate
et al., 1996; Ganesh et al., 2000; Mizerski, 1982; Reichheld, 1996;
Stum and Thiry, 1991; Zeithaml et al., 1996; Paulin et al., 1998);
(3) losing customers leads to opportunity costs because of reduced
sales (Rust and Zahorik, 1993). A small improvement in customer
retention can therefore lead to a significant increase in profit (Van
den Poel and Larivière, 2004). For successful targeted marketing
campaigns, it is crucial that operators are able to identify clients
with a high probability to churn in the near future. Next to correctly
classifying the future churners, it is important to gain insight in the
reasons for customers to be classified as churners. Therefore, telecom
operators prefer compact and interpretable models, as it allows them

1http://www.eito.com
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to check whether the model is in line with current domain knowledge.
Moreover, it enables operators to recognize potential warning signs
for customer churn.

Although a myriad of techniques for churn prediction has been
examined, there has been little attention to the use of Bayesian
Network (BN) classifiers. This chapter will investigate the predictive
power of a number of Bayesian Network algorithms, ranging from the
Naive Bayes classifier, with very strict independence assumptions,
to General Bayesian Network classifiers, which allow more flexibility.
The performance of the classifiers is evaluated with both the Area
under the Receiver Operating Characteristic Curve and the Maximum
Profit criterion and is rigorously statistically tested.

Like most real life data mining problems, also churn prediction
involves a large number of attributes. Including irrelevant variables
would result in complex and incomprehensible classification models,
impeding the interpretability of these classifiers (Martens et al., 2011).
Hence, feature selection is commonly applied to withhold only those
variables with strong explanatory power. Many feature selection
algorithms have been proposed in the literature. However, most of
these methods perform the selection from a univariate perspective, i.e.
they assess a measure of dependence between the attributes and the
target variable for each attribute separately. In this study, a feature
selection method based on the concept of the Markov Blanket, which
is genuinely related to Bayesian Networks, will be analyzed. This
method approaches the input selection problem from a multivariate
point of view and relies on the concept of conditional independence.
Especially in the context of some of the Bayesian Network classifiers,
this form of feature selection proves to be useful, as will be shown in
Section 6.5. The impact of this variable reduction on classification
performance and network complexity is investigated, since, basically,
one is looking for the most compact Bayesian network with the
highest explanatory power.

For measuring classifier performance and selecting the most ap-
propriate classification method, a variety of performance measures
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has been used (Ali and Smith, 2006; Martens et al., 2011). In this
study, the well-known Area under the Receiver Operating Charac-
teristic Curve (AUC) is employed, as well as the Maximum Profit
(MP) criterion, recently proposed by Verbeke et al. (2012). Instead of
measuring performance over the whole output range, as AUC does,
the maximum profit criterion performs an intelligent optimization by
targeting this fraction of the customer base which would maximize
the profit generated by a retention campaign. As such, it is able to
indicate the model which maximizes the effectiveness of a retention
campaign. The rationale behind this performance measure is that the
most important goal for a telecom provider is to optimize its profit.

The remainder of this chapter is organized as follows. In Sec-
tion 6.2, the general problem of customer churn will be stated. Sec-
tion 6.3 will give an overview of the main Bayesian Network classifiers
and discuss the algorithms briefly. In Section 6.4, the experimental
setup is described, the data set characteristics are discussed, and
tests for statistical significance are clarified. Finally, the results of
the experiments are described in Section 6.5.

6.2 Customer churn prediction

Many companies and organizations are confronted with customer
churn. For instance, wireless telecom operators report annual churn
rates up to 40% of their customer base (Neslin et al., 2006). Customer
churn is associated with a direct loss of income and a diversity of
supplementary costs, such as for instance the investments to acquire
new customers to maintain the level of the customer base. Therefore,
reducing customer churn by directing specifically designed marketing
campaigns to the customers with the highest probability to attrite,
has proven to be profitable to a company (Van den Poel and Larivière,
2004). To improve the efficiency of customer retention campaigns, a
customer churn prediction model is needed to indicate the customers
which are the most likely to churn and should be included in the
retention campaign.
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Customer churn prediction is a problem for which typically a
data mining approach is adopted. Data mining entails the overall
process of extracting knowledge from data. Based on historical data a
model can be trained to classify customers as future churners or non-
churners. Numerous classification techniques have been applied to
predict churn, including traditional statistical methods such as logistic
regression (Burez and Van den Poel, 2009; Lemmens and Croux, 2006;
Neslin et al., 2006), non-parametric statistical models like for instance
k-nearest neighbor (Datta et al., 2000), decision trees (Lima et al.,
2009; Wei and Chiu, 2002), and neural networks (Au et al., 2003;
Hung et al., 2006). An extensive literature review on customer churn
prediction modeling can be found in Verbeke et al. (2011b).

The process of developing a customer churn prediction model
consists of several steps. The first step in this process consists of
gathering relevant data and selecting candidate explanatory vari-
ables. The resulting data set is then cleaned and preprocessed. In
the second step a model is built. A modeling technique is selected
based on the requirements of the model and the type of data. Input
selection is often applied to reduce the number of variables in order to
get a consistent, unbiased, and relevant set of explanatory variables.
Depending on the number of observations, which can be small in
case of new products, a model is trained by cross validation or by
splitting the data set in a separate training and test set. The resulting
model is then evaluated, typically by comparing the true values of
the target variable with the predicted values, but also, if possible,
by interpreting the selected variables and the modeled relation with
the target variable. A variety of performance measures to evaluate
a classification model have been proposed in the literature (Ali and
Smith, 2006). As will be discussed in Section 6.4, in this study both
the statistically based area under the receiver operating character-
istic curve (Krzanowski and Hand, 2009) and the maximum profit
criterion, recently proposed by Verbeke et al. (2012), will be applied.
The latter estimates the profit a telecom operator would make when
optimally exploiting the results of a particular classifier. Next, in a
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third step the model is assessed by a business expert to check whether
the model is intuitively correct and in line with business knowledge
which requires the induced model to be interpretable (Martens et al.,
2011). A prototype of the model is then developed, and deployed in
the information and communication technology (ICT) architecture.
The final step, once a model is implemented that performs satis-
factory, consists of regularly reviewing the model in order to asses
whether it still performs well. Surely in a highly technological and
volatile environment as the telecommunications sector, a continuous
evaluation on newly gathered data is of crucial importance.

Because of the third step, where the model is assessed by a
business expert to confirm whether the model is intuitively correct,
the comprehensibility aspect of customer churn prediction models is
of crucial importance. However, comprehensibility of customer churn
models thus far only received limited attention in the literature (Lima
et al., 2009; Verbeke et al., 2011b). A specific family of classification
techniques, which result in comprehensible models but have not
been tested rigorously in a customer churn prediction setting before,
are the Bayesian Network Classifiers. Two simple Bayesian Network
Classifiers, i.e. Naive Bayes and standard Bayesian Networks, have
been included in an extensive benchmarking study by Verbeke et al.
(2012), which compares the performance of a variety of state-of-the-
art classification techniques applied on an extensive number of data
sets. Their results suggest that Bayesian Network Classifiers form a
viable alternative modeling approach for customer churn prediction
as they are able to produce compact and interpretable models. The
next section will discuss a number of Bayesian Network Classification
techniques into detail, which are applied to five real-life telecom churn
data sets in Sections 6.4 and 6.5.
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6.3 Bayesian network classifiers

6.3.1 Bayesian Networks

A Bayesian network (BN) represents a joint probability distribution
over a set of stochastic variables, either discrete or continuous. It is
to be considered as a probabilistic white-box model consisting of a
qualitative part specifying the conditional (in)dependencies between
the variables and a quantitative part specifying the conditional prob-
abilities of the data set variables (Pearl, 1988). Formally, a Bayesian
network consists of two parts B = 〈G,Θ〉. The first part G is a di-
rected acyclic graph (DAG) consisting of nodes and arcs. The nodes
are the variables X1 to Xn in the data set whereas the arcs indicate
direct dependencies between the variables. The graph G then encodes
the independence relationships in the domain under investigation.
The second part of the network, Θ, represents the conditional proba-
bility distributions. It contains a parameter θxi|Πxi

= PB(xi|Πxi) for
each possible value xi of Xi, given each combination of the direct
parent variables of Xi, Πxi of ΠXi , where ΠXi denotes the set of direct
parents of Xi in G. The network B then represents the following
joint probability distribution:

PB(X1, ..., Xn) =
n∏
i=1

PB(Xi|ΠXi) =
n∏
i=1

θXi|ΠXi
. (6.1)

The first task when learning a Bayesian network is to find the struc-
ture G of the network. Once we know the network structure G, the
parameters Θ need to be estimated. In general, these two estimation
tasks are performed separately. In this study, we will use the empirical
frequencies from the data D to estimate these parameters:

θxi|Πxi
= P̂D(xi|Πxi) (6.2)

It can be shown that these estimates maximize the log likelihood of
the network B given the data D. Note that these estimates might be
further improved by a smoothing operation (Friedman et al., 1997).
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A

C

D

E

B

Average Monthly 
Bill

Retention 
Call

Churn

Credit 
Class

Handset 
Price

E

1 0.45

2 0.35

3 0.20

C 0 1

E 1 2 3 1 2 3

D
[0;130) 0.20 0.50 0.80 0.10 0.30 0.50

[130;+inf) 0.80 0.50 0.20 0.90 0.70 0.50

B 0 1

A [0;20) [20;100) [100;+inf) [0;20) [20;100) [100;+inf)

C
0 0.90 0.85 0.80 0.95 0.90 0.90

1 0.10 0.15 0.20 0.05 0.10 0.10

A

[0;20) 0.35

[20;100) 0.50

[100;+inf) 0.15

A [0;20) [20;100) [100;+inf)

B
0 0.90 0.70 0.60

1 0.10 0.30 0.40

Figure 6.1: Classification with a Bayesian network.

A Bayesian network is essentially a statistical model that makes
it feasible to compute the (joint) posterior probability distribution
of any subset of unobserved stochastic variables, given that the vari-
ables in the complementary subset are observed. This functionality
makes it possible to use a Bayesian network as a statistical classifier
by applying the winner-takes-all rule to the posterior probability
distribution for the (unobserved) class node. The underlying assump-
tion behind the winner-takes-all rule is that all gains and losses are
equal. For a discussion of this aspect see, e.g., (Duda and Hart, 1973).
A simple example of a Bayesian network classifier is given in Fig-
ure 6.1. Suppose that, for a particular customer, all variables except
C are known and take the following values: A ∈ [20; 100), B = 0,
D ∈ [0; 130) and E = 1. The probability that the customer will churn
conditional on this information can be calculated as:

P (C|A,B,D,E) = P (C,A,B,D,E)
P (A,B,D,E)
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Thus, reading from Figure 6.1 and using equation 6.1 yields:

P (C = 0, A ∈ [20; 100), B = 0, D ∈ [0; 130), E = 1)
= 0.85 · 0.5 · 0.7 · 0.2 · 0.45 = 0.0268

P (C = 1, A ∈ [20; 100), B = 0, D ∈ [0; 130), E = 1)
= 0.15 · 0.5 · 0.7 · 0.1 · 0.45 = 0.0024

Hence, the conditional probability for churning is:

P (C = 0|A ∈ [20; 100), B = 0, D ∈ [0; 130), E = 1)

= 0.0268
0.0268 + 0.0024 = 0.92

P (C = 1|A ∈ [20; 100), B = 0, D ∈ [0; 130), E = 1)

= 0.0024
0.0267 + 0.0024 = 0.08

According to the winner-takes-all rule, the customer will be classified
as a non-churner. In what follows, several structure learning algo-
rithms for the construction of Bayesian network classifiers will be
discussed.

6.3.2 The Naive Bayes Classifier

A simple classifier, which in practice often performs surprisingly
well, is the Naive Bayes classifier (Duda and Hart, 1973; John and
Langley, 1995; Langley et al., 1992). This classifier basically learns
the class-conditional probabilities P (Xi = xi|C = cl) of each variable
Xi given the class label cl. Assume a new test case X = (X1, ..., Xn),
which takes the value x = (x1, ..., xn), is presented to the classifier.
The test case is then classified by using Bayes’ rule to compute the
posterior probability of each class cl given the vector of observed
variable values:

P (C = cl|X = x) = P (C = cl)P (X = x|C = cl)
P (X = x) (6.3)
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C

A4

A3A2

A1

A5

Figure 6.2: Naive Bayes Network

The simplifying assumption behind the Naive Bayes classifier then
assumes that the variables are conditionally independent given the
class label. Hence,

P (X1 = x1, ..., Xn = xn|C = cl) =
n∏
i=1

P (Xi = xi|C = cl). (6.4)

This assumption simplifies the estimation of the class-conditional
probabilities from the training data. Notice that one does not estimate
the denominator in Equation 6.3 since it is independent of the class.
Instead, one normalizes the nominator term P (C = cl)P (X1 =
x1, ..., Xn = xn|C = cl) to 1 over all classes. Naive Bayes classifiers
are easy to construct since the structure is given a priori and no
structure learning phase is required. The probabilities P (Xi = xi|C =
cl) are estimated by using the frequency counts for the discrete
variables and a normal or kernel density based method for continuous
variables (John and Langley, 1995). Figure 6.2 provides a graphical
representation of a Naive Bayes classifier.

6.3.3 Augmented Naive Bayes Classifiers

The strength of Naive Bayes classifiers inspired several authors to
develop Augmented Naive Bayes network classifiers. These are meth-
ods based on the Naive Bayes classifier while partially relaxing the
independence assumption. The Selective Naive Bayes classifier omits
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(a) Network from SAN operator
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(b) Network from SAND operator

Figure 6.3: Examples of augmented Bayesian networks.

certain variables to deal with strong correlation among attributes
Langley and Sage (1994), whereas the Semi-Naive Bayesian clas-
sifier clusters correlated attributes into pairwise disjount groups
(Kononenko, 1991). Friedman et al. developed Tree Augmented Naive
Bayes (TAN) classifiers, an algorithm where every attribute has one
and only one additional parent next to the class node (Friedman
et al., 1997).

In this study, the Augmented Naive Bayes classifiers developed
by Sacha (1999b) are used. This is a family of classifiers where
the constraints of the TAN approach are further relaxed: not all
attributes need to be dependent on the class node and there does not
necessarily need to be an undirected path between two attributes. The
algorithms exist of a combination of five basic operators, summarized
in Table 6.1. The measure of dependency between two attributes,
I(X,Y ), is defined as follows:

∑
p (x, y|c) log

(
p(x,y|c)

p(x|c)p(y|c)

)
if X,Y dependent on C∑

p (x, y|c) log
(

p(x,y|c)
p(x|c)p(y)

)
if only X dependent on C∑

p (x, y|c) log
(

p(x,y|c)
p(x)p(y|c)

)
if only Y dependent on C∑

p (x, y) log
(

p(x,y)
p(x)p(y)

)
if X,Y independent from C

(6.5)
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Operator Description

Class Dependency Opera-
tor

Connects the class node with all attributes. This
can be used to construct a naive Bayes network.

Selective Augmented
Naive Bayes (SAN)

Connects the class node with the attributes it
depends on. A greedy search algorithm is used
to seek for attributes dependent on the class
node. Starting with an empty set, it adds in
each step the attribute to the network that op-
timizes a quality measure. After adding an at-
tribute, the dependencies among all other at-
tributes, whether they are connected with the
class node or not, are determined by one of the
augmenter operators.

Selective Augmented
Naive Bayes with Discard-
ing (SAND)

Connects the class node with attributes it de-
pends on, as the SAN operator does. The differ-
ence, however, is that the augmenter will only
add connections between attributes dependent
on the class node, while other attributes are dis-
carded and are no part of the network in that
particular iteration. The difference between a
network resulting from the SAN operator and
SAND operator is illustrated in Figures 6.3(a)
and 6.3(b).

Tree-Augmenter This operator builds the minimum spanning tree
among a given set of attributes. The algorithm is
based on a method developed by Chow and Liu
Chow and Liu (1968), but differs in the way how
the mutual information is calculated. Sacha uses
the conditional or unconditional probability of
X and Y depending on whether there is an arc
between the class node and the attribute (see
formula 6.5).

Forest-Augmenter The forest augmenter is also used to create de-
pendencies between the attributes, but allows for
more flexibility. The resulting structure can be
a forest consisting of a number of disjoint trees,
meaning that there does not need to be a path
between every attribute.

Table 6.1: Augmented Naive Bayes Approach: different operators.

Combining different class dependency operators with augmenting
methods from Table 6.1 yields a number of algorithms, listed below
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as per increasing complexity:

• Naive Bayes

• TAN: Tree Augmented Naive Bayes

• FAN: Forest Augmented Naive Bayes

• STAN: Selective Tree Augmented Naive Bayes

• STAND: Selective Tree Augmented Naive Bayes with Discard-
ing

• SFAN: Selective Forest Augmented Naive Bayes

• SFAND: Selective Forest Augmented Naive Bayes with Discard-
ing

The aim of these classifiers is to find a trade-off between the simplicity
of the Naive Bayes classifiers (with a limited number of parameters)
and the more realistic and complex case of full dependency between
the attributes.

Except for Naive Bayes and TAN, all of the above procedures use
a search method that requires a quality measure to assess the fitness
of a network given the data. In this study, two quality measures
proposed by Sacha will be used. The first is the Standard Bayesian
(SB) measure, which is proportional to the posterior probability
distribution p(G,Θ|D) and contains a penalty for the network size.
This penalty term is a function of the dimension of the network,
the latter being defined as the number of free parameters needed to
fully specify the joint probability distribution. A derivation of the
Standard Bayesian measure can be found in (Sacha, 1999b). The
second quality measures is the Local Leave-One-Out Cross Validation.
Let Vl be the training set D without instance xl:

Vl = D\{xl} (6.6)
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The quality measure is then defined as:

LOO(G,D) =
m∑
l=1

(
p
(
c(l)|a(l), Vl, G

))
(6.7)

with m instances in the data set and p
(
c(l)|a(l), Vl, G

)
being the

probability of cl conditional on the values of the attributes for instance
l, the data set Vl and the structure G. In this study, the latter two
quality measures were combined with the five algorithms defined
above, resulting in ten different classifiers.

It is worthwhile mentioning that the Naive Bayes classifier and
the ANB classifiers without node discarding do not have the flexibility
to remove variables from the network. Hence, even if a variable is
completely independent from the target variable, it will still be used
by the classifier. As this is clearly undesirable, a feature selection
algorithm is carried out as part of the data preprocessing procedure.
Although there are many input selection methods available, in this
study the Markov Blanket feature selection will be used, since it tack-
les the problem from a multivariate perspective (see Section 6.4 for
more information). Essentially, it applies the principle of conditional
independence, which plays a pivotal role in the theory of Bayesian
Networks.

6.3.4 General Bayesian Network Classifiers

All the previously discussed methods restrain the structure of the
network in order to limit the complexity of the algorithms. Omitting
those restrictions extends the search space of allowed networks to
all General Bayesian Networks (GBN). Finding the optimal net-
work in such a solution space is known to be an NP-hard problem
since the number of DAGs for n variables is superexponential in n
(Chickering, 1996). As described by Kotsiantis (2007), there are two
broad categories of structure learning algorithms. The first consists of
heuristic methods, searching through the space of all possible DAGs
and measuring the fitness of a DAG with a score metric, whereas
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the second category comprises constraint based approaches using
conditional independence (CI) tests to reveal the structure of the
network.

Scoring based methods have been compared with CI-based algo-
rithms by Heckerman et al. (1999), leading to the observation that
CI based methods perform better on sparse networks. Search-and-
score algorithms, on the other hand, work with a broader variety of
probabilistic models even though their heuristic nature may inhibit
finding the optimal structure.

Search-and-Score Algorithms

Several algorithms have been proposed in the literature, e.g. (Heck-
erman et al., 1999) and (Chickering, 2002) show that selecting a
single DAG using greedy search often leads to accurate predictions.
In this analysis, the well-known K2 algorithm (Cooper and Her-
skovits, 1992) is applied. It seeks for the network with the highest
posterior probability given a data set and makes the following four
assumptions:

• all attributes are discrete,

• the instances occur independently, given one Bayesian network,

• there are no cases that have variables with missing values,

• the prior probability of the conditional probabilities in the
conditional probability tables at each node is uniform.

Given these assumptions, a greedy search algorithm will find the
network with the highest score, given the database D. For a detailed
discussion, one may refer to (Cooper and Herskovits, 1992).

Constraint Based Algorithms

Constraint based algorithms are also known as Conditional Inde-
pendence (CI) based methods. They do not use a score but employ
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conditional independence tests to find the relations between attributes
given a data set. In this chapter, the Three Phase Dependency Anal-
ysis (TPDA) algorithm (Cheng et al., 2002) is used, in which the
concept of d-separation plays an essential role. It can be shown that
if sets of variables X and Z are d-separated by Y in a directed
acyclic graph G, then X is independent of Z conditional on Y in
every distribution compatible with G (Geiger et al., 1990; Verma and
Pearl, 1988). It is precisely this property that will be exploited in
the algorithm of Cheng to learn the Bayesian network structure. The
algorithm itself consists of four phases. In a first phase, a draft of the
network structure is made based on the mutual information between
each pair of nodes. The second and third phase then add and remove
arcs based on the concept of d-separation and conditional indepen-
dence tests. Finally, in the fourth phase, the Bayesian network is
pruned and its parameters are estimated. The algorithm is described
in detail by Cheng and Greiner (1999); Cheng et al. (1997).

Hybrid Methods

Also hybrid methods have been developed, combining characteristics
of both search-and score and constraint based algorithms. Examples of
such techniques are the Sparse Candidate (SC) algorithm (Friedman
et al., 1999) and the Max-Min Hill-Climbing learning algorithm
(MMHC) (Tsamardinos et al., 2006).

This latter method finds the parent-children set (PC) of each and
every node, and thus determines the skeleton of the Bayesian network.
In a first phase, also called the forward phase, nodes selected by a
heuristic procedure sequentially enter a candidate PC set (CPC).
The set may contain false positives, which are removed in phase
II of the algorithm, i.e. the backward phase. The algorithm tests
whether any variable in CPC is conditionally independent on the
target variable, given a blocking set S ⊆ CPC. If such variables are
found, they are removed from CPC. As a measure of conditional
(in)dependence, the G2 measure, as described by Spirtes et al. (2000),
is used. This measure is asymptotically following a χ2 distribution
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with appropriate degrees of freedom, which allows to calculate a p-
value indicating the probability of falsely rejecting the null hypothesis.
Conditional independence is assumed when the p-value is less than
the significance level α (0.05 and 0.01 in this study). Once the skeleton
is determined, a greedy search method is used to direct the edges
between the attributes. This is the second step and the search-and-
score part of the algorithm, making it a hybrid method. The BDeu
score (Heckerman et al., 1995) has been used for our analysis.

6.4 Experimental setup

The aim of the study is twofold. Firstly, the differences in terms
of performance between the Bayesian Network classifiers, described
in Section 6.3, are investigated. Obviously, the aim is to find the
algorithm with the most discriminative power, and to determine
whether the differences are significant. Secondly, the experiments
need to reveal whether the Markov Blanket feature selection has a
deteriorating impact on classification performance. Preferably, the
input selection would reduce the number of attributes without affect-
ing the predictive performance substantially, since it is supposed to
remove variables which are independent from the target, conditional
on the variables which are withheld. The remainder of this section
will describe the experimental setup.

6.4.1 Data Sets and Preprocessing

Four real life and one synthetic data set will be used to evaluate
the performance of the different classification techniques. Table 6.2
summarizes the most important aspects of these data sets. The first
data set was obtained directly from a European telecommunication
operator, the next three are available at the website of the Center
for Customer Relationship Management at Duke University2, and

2www.fuqua.duke.edu/centers/ccrm/datasets/download.html
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ID Source # Obs. # Attr. %Churn

O1 Operator 47,761 28 3.69
D1 Duke 12,499 12 34.67
D2 Duke 99,986 172 (50) 49.55
D3 Duke 40,000 49 49.98
UCI UCI 5,000 12 14.14

Table 6.2: Summary of data set characteristics.

the last one is a synthetic data set, available at the UCI repository3.
The number of observations or instances in a data set is of great

importance. The more observations, the more generally applicable
the generated model will be. A large data set also allows to split
the data set in a separate training and test set. The training set is
used to induce a model, while the test set is only used to evaluate
the proposed model. This ensures the performance measure is not
biased due to overfitting the model to the test data. As can be seen
from Table 6.2, the smallest data set has five thousand observations,
and the largest up to almost hundred thousand observations. The
data sets also differ substantially regarding the number of candidate
explanatory variables, in a range from 12 up to 171 (for our analysis
this is limited to 50 variables, see below). More attributes do not
guarantee a better classification model however. The eventual perfor-
mance of the model mainly depends on the explanatory power of the
variables. Since a large number of attributes heavily increases the
computational requirements, and most often only a limited number
of variables is effectively valuable to explain the target variable, a
feature selection method could be used to limit the available at-
tributes. In the next subsection, a Markov Blanket based algorithm
for feature selection is described. Another characteristic of the data
set is the class distribution of the target variable, which is usually
heavily skewed in a churn prediction setting. Three of the data sets
approximately have an even class distribution, which is the result

3www.sgi.com/tech/mlc/db
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of undersampling (i.e. removing non-churners from the data set).
To test the classifiers, the test sets have been adjusted in order to
resemble a realistic churn data set.

When working with real life data sets, it is essential to pre-
process the data before starting the analysis because of two main
reasons (Famili et al., 2010): (1) problems with the data (e.g. missing
values, irrelevant data, etc.), and (2) preparation for data analysis
(e.g. discretization of continuous variables, etc.). To ensure that the
results are comparable, all data sets have been preprocessed in the
same manner:

• The data set is split into a training set (66% of the instances)
and a test set (34% of the instances).

• The missing values are replaced by the median or the mode
for continuous or nominal variables respectively. Note that for
none of the variables there were more than 5% missing values.

• Coarse variables (such as e.g. ZIP code) are clustered into
smaller groups, in order to have a more meaningful contribution
to the prediction of churn behavior.

• Since most Bayesian network algorithms only work with discrete
variables, all continuous variables are discretized. This is done
according to the algorithm of Fayyad and Irani (1993).

• A large number of attributes demands high computational
requirements for the Markov Blanket feature selection algorithm.
Therefore, if necessary, the data sets are treated with a χ2-filter
in order to withhold the 50 most predictive attributes as input
for the further analysis4.

4The choice for the χ2 filter is based on a robustness check of several univariate
procedures. The outcome suggests that most of the univariate methods lead to
similar results. The aim of this step is to remove variables which show very
limited dependence on the target (note that independence implies conditional
independence, the reverse is not true). The number fifty is chosen to ensure that
sufficient variables are withheld. If some variables are still redundant, those will
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C
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A2

A5

Figure 6.4: The Markov Blanket of a classification node.

Once these preprocessing steps are carried out, the data sets are
ready for the Markov Blanket feature selection algorithm and the
Bayesian Network classifiers, described in the following subsections.

6.4.2 Markov Blanket Feature Selection

Over the past decades, feature selection has become an essential part
in predictive modeling. It aims to deal with three problems (Guyon
and Elisseeff, 2003): (1) improving the accuracy of predictive algo-
rithms, (2) developing faster and more cost-effective predictors, and
(3) gaining insight in the underlying process that generated the data.
Several techniques for input selection have been proposed, but many
of these rely on univariate testing procedures, i.e. the variables are
assessed one by one in terms of dependency on the target variable.
For this study, the Markov Blanket (MB) feature selection algorithm
of Aliferis et al. (2010a,b) has been applied. The procedure is based
on the concept of the Markov blanket, which also plays a crucial
role in Bayesian Networks. As opposed to commonly used univariate
methods, this algorithm approaches the task from a multivariate
perspective and exploits the concept of conditional independence.
The Markov Blanket of a node X, is the union of X’s parents, X’s
children and the parents of X’s children. It can be shown that when
the values of the variables in the Markov Blanket of the classifica-

be removed by the Markov Blanket feature selection, but the computational cost
will have been reduced. Since the MB feature selection does still remove variables
from data set D2 (from 50 to 44/42), the number fifty was not set too low.
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ID Source # Attr. # Attr. # Attr.
(Orig) (MB.05) (MB.01)

O1 Operator 28 21 12
D1 Duke 12 12 11
D2 Duke 172 (50) 44 42
D3 Duke 49 31 26
UCI UCI 12 8 8

Table 6.3: Number of attributes before and after feature selection.

tion node are observed, the posterior probability distribution of the
classification node is independent of all other variables (nodes) that
are not in the Markov Blanket (Lauritzen, 1996). Hence, all variables
outside the Markov Blanket can be safely discarded because they
will have no impact on the classification node and thus will not affect
the classification accuracy. In this way, the Markov Blanket results
in a natural form of variable selection. E.g. in Figure 6.4, node A1
will be part of the Markov Blanket because it is a parent of C, A3
and A4 because they are children and A2 because it is the parent of
one of the children of C. A5 is not part of the Markov Blanket and
can be ignored for classification purposes, since it will not influence
C for a fixed value of A3 (which is known in a classification context).

The Markov Blanket feature selection algorithm has been applied
to the data sets at a significance level of 1% and 5%, and will be
referred to as MB.01 and MB.05. The resulting number of variables
are summarized in Table 6.3. Note that if attribute selection is
performed, it is applied prior to training and testing the classifiers.
The feature selection algorithm has been implemented in the Causal
Explorer package for Matlab (Aliferis et al., 2003).

6.4.3 Bayesian Network Construction

For all the techniques discussed in Section 6.3, freely available soft-
ware implementations have been used. The Naive Bayes classifier,
TAN-classifier and the Augmented Naive Bayes classifiers have been
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Algorithm Implementation

Markov Blanket Feature Se-
lection

Causal Explorer (Aliferis et al., 2003).

Logistic Regression Weka Toolbox (Witten and Frank, 2000).
(Augmented) Naive Bayes
Classifiers

Bayesian Network Classifier Toolbox (Sacha,
1999a).

K2 Algorithm Weka Toolbox (Witten and Frank, 2000).
Three Phase Dependency
Analysis

Powerpredictor (Cheng, 2000).

Max-Min Hill-Climbing Causal Explorer (Aliferis et al., 2003) for
structure learning and Bayesian Net Tool-
box (Murphy, 2001) for inference.

Table 6.4: Implementations used in this study.

implemented by Sacha, and exist in the form of Weka bindings (Sacha,
1999a), allowing to run the software from within the Weka Work-
bench (Witten and Frank, 2000). In total, there are ten Augmented
Naive Bayes classifiers, as a result of combining two quality measures
(Local Leave One Out Cross Validation (LCV_LO) and Standard
Bayesian measure (SB)) with five algorithms (itemized in Section 6.3).
The K2 algorithm is directly available in the Weka Workbench. The
constraint based algorithm, also called Three Phase Dependency
Analysis, is available in the application Powerpredictor, developed
by Cheng (2000). The Max-Min Hill-Climbing algorithm is avail-
able for Matlab (Aliferis et al., 2003). For inference in the networks
generated by the MMHC algorithm, the Bayesian Net Toolbox for
Matlab, developed by Murphy (2001), has been used. In Table 6.4, an
overview of all software implementations is given. Note that Logistic
Regression and the Naive Bayes Classifier are included in this study
as benchmarks for the Bayesian Network classifiers.

6.4.4 Measuring Classifier Performance

A variety of performance measures has been used to gauge the
strength of different classifiers and to select the appropriate model (Ali
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and Smith, 2006; Martens et al., 2011). In this study two measures
are reported: the Area Under the Receiver Operating Characteristic
Curve (AUROC, or briefly AUC), and the Maximum Profit (MP)
criterion, recently introduced by Verbeke et al. (2012).

We tested 16 algorithms on five data sets, in combination with
MB.05, MB.01, or without preceding Markov Blanket feature se-
lection. This results in 240 values for AUC and 240 values for MP.
Section 6.4.5 will explain how the statistical significance of differences
between methods is analyzed.

Area under the Receiver Operating Characteristic Curve

Most classification techniques result in a continuous output. For
instance in a customer churn prediction setting, a probability esti-
mate between zero and one of being a churner is produced by the
model. Depending on a threshold probability value, a customer will
be classified as a churner or a non-churner. The receiver operating
characteristic (ROC) curve displays the fraction of the identified
churners by the model on the Y-axis as a function of one minus the
fraction of identified non-churners. These fractions are dependent on
the threshold probability. ROC curves provide an indication of the
correctness of the predictions of classification models. In order to
compare ROC curves of different classifiers regardless of the thresh-
old value and misclassification costs, one often calculates the area
under the receiver operating characteristic curve (AUROC or AUC).
Assume that a classifier produces a score s = s (X), with X the
vector of attributes. For a BN classifier, the score s is equal to the
probability estimate p (c = 1|X = x). Let fl(s) be the probability
density function of the scores s for the classes l ∈ {0, 1}, and Fl(s)
the corresponding cumulative distribution function. Then, it can be
shown that AUC is defined as follows (Krzanowski and Hand, 2009):

AUC =
∫ ∞
−∞

F0(s)f1(s)ds (6.8)
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An intuitive interpretation of the resulting value is that it provides
an estimate of the probability that a randomly chosen instance of
class one is correctly rated or ranked higher by the classifier than a
randomly selected instance of class zero (i.e., the probability that a
churner is assigned a higher probability to churn than a non-churner).
Note that since a pure random classification model yields an AUC
equal to 0.5, a good classifier should result in a value of the AUC
much larger than 0.5.

Maximum Profit Criterion

A second performance measure that will be applied in this study is
the MP criterion. In order to compare the performance of different
classification models, this measure calculates the maximum profit
that can be generated with a retention campaign using the output of
a classification model. The profit generated by a retention campaign
is a function of the discriminatory power of a classification model,
and can be calculated as (Neslin et al., 2006):

Π = Nα {[γCLV + δ(1− γ)]β0λ− δ − c} −A (6.9)

With:

• Π = profit generated by a customer retention campaign,

• N = the number of customers in the customer base,

• α = the fraction of the customer base that is targeted in the
retention campaign and offered an incentive to stay,

• β0 = the fraction of all the operator’s customers that will churn,

• λ = lift, i.e. how much more the fraction of customers included
in the retention campaign is likely to churn than all the oper-
ator’s customers. The lift indicates the predictive power of a
classifier, and is a function of the included fraction of customers
α with the highest probabilities to attrite, as indicated by the
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model. Lift can be calculated as the percentage of churners
within the fraction α of customers, divided by β0. Thus, λ = 1
means that the model provides essentially no predictive power
because the targeted customers are no more likely to churn
than the population as a whole.

• δ = the cost of the incentive to the firm when a customer
accepts the offer and stays

• γ = the fraction of the targeted would-be churners who decide
to remain because of the incentive (i.e. the success rate of the
incentive),

• c = the cost of contacting a customer to offer him or her the
incentive,

• CLV = the customer lifetime value (i.e., the net present value
to the firm if the customer is retained), and

• A = the fixed administrative costs of running the churn man-
agement program.

Both the costs and the profits generated by a retention campaign are
a function of the fraction α of included customers. Optimizing this
fraction leads to the maximum profit that can be determined using
the lift curve:

MP = max
α

(Π) (6.10)

Many studies on customer churn prediction modeling calculate the
top-decile lift to compare the performance of classification models, i.e.
the lift when including the ten percent of customers with the highest
predicted probabilities to attrite. However, setting α = 10% is a
purely arbitrary choice, and including ten percent of the customers
generally leads to suboptimal profits and model selection, as shown
by Verbeke et al. (2012). Since the ultimate goal of a company
when setting up a customer retention campaign is to minimize the
costs associated with customer churn, it is logical to evaluate and
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select a customer churn prediction model by using the maximum
profit that can be generated as a performance measure. Whereas the
AUC measures the overall performance of a model, the MP criterion
evaluates the prediction model at the optimal fraction of clients to
include in a retention campaign. To calculate the MP, the values of
the parameters CLV , γ, δ, and c in Equation 6.9 are taken equal
to respectively 200e, 0.30, 10e and 1e based on values reported
in the literature (Burez and Van den Poel, 2007; Neslin et al., 2006)
and information from telecom operators.

6.4.5 Testing Statistical Significance

The aim of this study is to investigate how classification performance
is affected by two specific factors, the type of Bayesian Network
classifier and the use of Markov Blanket feature selection. A procedure
described in Demšar (2006) is followed to statistically test the results
of the benchmarking experiments and contrast the levels of the
factors. In a first step of this procedure the non-parametric Friedman
test (Friedman, 1940) is performed to check whether differences in
performance are due to chance. The Friedman statistic is defined as:

χ2
F = 12N

k(k + 1)

∑
j

R2
j −

k(k + 1)2

4

 (6.11)

with Rj the average rank of algorithm j = 1, 2, . . . , k over N data sets.
Under the null hypothesis that no significant differences exist, the
Friedman statistic is distributed according to χ2

F with k − 1 degrees
of freedom, at least when N and k are big enough (e.g. Lehmann
and D’Abrera (2006) give k ·N > 30 as criterion). This requirement
is fulfilled in this study when comparing different classifiers (N =
5 · 3 = 15 and k = 16) and when analyzing the impact of feature
selection (N = 5 · 16 = 80 and k = 3).

If the null hypothesis is rejected by the Friedman test, we proceed
by performing the post-hoc Nemenyi test (Nemenyi, 1963) to compare
all classifiers to each other. Two classifiers yield significantly different
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results if their average ranks differ by at least the critical difference
equal to:

CD = qα

√
k(k + 1)

6N (6.12)

with critical values qα based on the Studentized range statistic divided
by
√

2. To compare all classifiers with the best performing classifier
the Bonferroni-Dunn test (Dunn, 1961) is applied, which is similar
to post-hoc Nemenyi but adjusts the confidence level in order to
control the family-wise error for making k − 1 instead of k(k − 1)/2
comparisons.

6.5 Discussion of results

The results of the experiments are reported in Table 6.5, in terms
of AUC, and in Table 6.6, in terms of MP. The table displays the
resulting measure for each classifier-feature selection combination
and for the five data sets discussed in Section 6.4. Moreover, the
column labeled AR reports the average rank of the classifier over
all five data sets. To give an indication about the significance of
the results, the following notational convention has been adopted.
The score or average rank of the best performing classifier is always
underlined. The average rank of a classifier is bold if the performance
is not significantly different from the best performing technique at
a significance level of 5%. Techniques which are different at a 1%
significance level are in italic script, whereas a classifier differing at a
5% but not at a 1% level is in normal script. The Bonferroni-Dunn
test (see Section 6.4.5) has been used to compute the statistical
significance indicated in Table 6.5 and Table 6.6.

In what follows, the impact of MB feature selection and the
performance of the Bayesian Network classifiers will be analyzed.
Next to AUC, the Maximum Profit criterion has been used to measure
classification performance. The main conclusions will be based on
the MP, since it gives a more accurate assessment of classification
performance in a practical churn setting. After all, an operator is
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Technique O1 D1 D2 D3 UCI AR

N
o

fe
at

ur
e

se
le

ct
io

n

Log. Regr. 0.75 0.76 0.66 0.65 0.86 8.60
Naive Bayes 0.72 0.77 0.59 0.61 0.83 12.20
TAN 0.75 0.75 0.65 0.65 0.88 8.60
FAN-SB 0.75 0.76 0.66 0.65 0.87 6.60
FAN-LCV_LO 0.75 0.76 0.66 0.65 0.88 6.40
SFAN-SB 0.75 0.76 0.65 0.65 0.87 8.10
SFAN-LCV_LO 0.75 0.76 0.66 0.65 0.88 3.20
SFAND-SB 0.75 0.76 0.65 0.65 0.87 7.90
SFAND-LCV_LO 0.75 0.76 0.66 0.65 0.88 3.20
STAN-SB 0.72 0.76 0.65 0.64 0.87 12.60
STAN-LCV_LO 0.73 0.75 0.66 0.65 0.88 9.40
STAND-SB 0.75 0.75 0.65 0.65 0.87 8.60
STAND-LCV_LO 0.75 0.75 0.66 0.65 0.88 6.80
K2 0.73 0.76 0.66 0.64 0.88 7.20
TPDA 0.67 0.76 0.62 0.63 0.83 13.60
MMHC 0.66 0.76 0.62 0.62 0.85 13.00

M
B
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5
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e
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n

Log. Regr. 0.75 0.76 0.66 0.65 0.86 8.40
Naive Bayes 0.73 0.77 0.60 0.62 0.85 12.00
TAN 0.75 0.75 0.65 0.65 0.88 8.80
FAN-SB 0.75 0.76 0.66 0.65 0.88 6.40
FAN-LCV_LO 0.75 0.76 0.66 0.65 0.88 6.60
SFAN-SB 0.75 0.76 0.65 0.65 0.88 8.00
SFAN-LCV_LO 0.75 0.76 0.66 0.65 0.88 5.20
SFAND-SB 0.75 0.76 0.65 0.65 0.88 7.60
SFAND-LCV_LO 0.75 0.76 0.66 0.65 0.88 3.60
STAN-SB 0.71 0.75 0.65 0.65 0.87 12.60
STAN-LCV_LO 0.75 0.75 0.66 0.65 0.88 7.60
STAND-SB 0.75 0.75 0.65 0.65 0.88 8.00
STAND-LCV_LO 0.75 0.75 0.66 0.65 0.88 5.40
K2 0.74 0.76 0.66 0.64 0.88 9.80
TPDA 0.67 0.75 0.61 0.64 0.83 15.20
MMHC 0.64 0.76 0.62 0.62 0.88 10.80

M
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n

Log. Regr. 0.74 0.76 0.66 0.65 0.86 9.40
Naive Bayes 0.73 0.76 0.60 0.63 0.85 12.00
TAN 0.74 0.75 0.66 0.65 0.88 8.40
FAN-SB 0.74 0.76 0.66 0.65 0.88 6.80
FAN-LCV_LO 0.74 0.76 0.66 0.65 0.88 6.60
SFAN-SB 0.74 0.76 0.65 0.65 0.88 8.40
SFAN-LCV_LO 0.75 0.76 0.66 0.65 0.88 3.40
SFAND-SB 0.74 0.76 0.65 0.65 0.88 8.00
SFAND-LCV_LO 0.75 0.76 0.66 0.65 0.88 3.20
STAN-SB 0.72 0.75 0.65 0.64 0.87 12.80
STAN-LCV_LO 0.74 0.75 0.66 0.65 0.88 8.00
STAND-SB 0.74 0.75 0.65 0.65 0.88 9.40
STAND-LCV_LO 0.75 0.75 0.66 0.65 0.88 5.40
K2 0.74 0.76 0.66 0.64 0.88 9.40
TPDA 0.68 0.76 0.61 0.63 0.83 14.00
MMHC 0.67 0.76 0.61 0.62 0.88 10.80

Table 6.5: Results of simulations evaluated with AUC. The average rank
(AR) which is highest is underlined and bold, ARs which are not significantly
different at a significance level of 5% are in bold. Techniques different at
a 1% significance level are in italic script, whereas techniques significantly
different at 5% but not at 1% are in normal script.
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Technique O1 D1 D2 D3 UCI AR

N
o
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le

ct
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n
Log. Regr. 0.12 0.17 0.01 0.00 4.84 7.60
Naive Bayes 0.14 0.17 0.00 0.01 4.22 8.80
TAN 0.16 0.11 0.01 -0.00 4.78 8.70
FAN-SB 0.16 0.15 0.01 -0.00 4.95 7.60
FAN-LCV_LO 0.16 0.14 0.01 0.00 4.78 6.90
SFAN-SB 0.16 0.16 0.01 -0.00 4.93 5.90
SFAN-LCV_LO 0.15 0.16 0.01 0.00 4.76 8.70
SFAND-SB 0.16 0.16 0.01 -0.00 4.93 6.50
SFAND-LCV_LO 0.15 0.16 0.01 0.00 4.76 7.70
STAN-SB 0.12 0.17 0.01 0.00 5.02 5.60
STAN-LCV_LO 0.13 0.11 0.01 0.00 4.76 10.90
STAND-SB 0.16 0.02 0.01 -0.00 4.94 7.60
STAND-LCV_LO 0.15 0.02 0.01 -0.00 4.76 10.70
K2 0.11 0.16 0.01 -0.00 4.90 8.80
TPDA 0.02 0.15 0.00 0.00 4.75 12.60
MMHC 0.02 0.16 0.00 0.00 4.78 11.40

M
B

.0
5

fe
at

ur
e

se
le

ct
io

n

Log. Regr. 0.16 0.17 0.01 0.00 4.81 6.40
Naive Bayes 0.16 0.16 0.00 0.01 4.37 7.00
TAN 0.14 0.11 0.01 -0.00 4.94 10.20
FAN-SB 0.14 0.15 0.01 0.00 5.02 7.00
FAN-LCV_LO 0.14 0.14 0.01 0.00 4.94 8.40
SFAN-SB 0.14 0.16 0.01 0.00 5.02 6.20
SFAN-LCV_LO 0.15 0.16 0.01 0.00 4.94 6.80
SFAND-SB 0.14 0.16 0.01 0.00 5.02 6.00
SFAND-LCV_LO 0.15 0.16 0.01 0.00 4.94 7.60
STAN-SB 0.09 0.16 0.01 -0.00 5.06 9.00
STAN-LCV_LO 0.15 0.11 0.01 -0.00 4.94 10.20
STAND-SB 0.14 0.02 0.01 -0.00 4.94 10.40
STAND-LCV_LO 0.15 0.02 0.01 -0.00 4.94 9.80
K2 0.09 0.16 0.01 -0.00 4.98 9.00
TPDA 0.02 0.16 0.00 0.00 4.75 12.00
MMHC 0.02 0.16 0.00 -0.00 5.04 10.00

M
B

.0
1

fe
at

ur
e

se
le

ct
io

n

Log. Regr. 0.14 0.16 0.01 0.00 4.81 8.20
Naive Bayes 0.13 0.17 0.00 0.01 4.37 8.60
TAN 0.15 0.11 0.01 -0.00 4.94 9.60
FAN-SB 0.15 0.15 0.01 0.00 5.02 6.80
FAN-LCV_LO 0.15 0.14 0.01 0.00 4.94 7.60
SFAN-SB 0.15 0.16 0.01 0.00 5.02 3.00
SFAN-LCV_LO 0.13 0.16 0.01 0.00 4.94 8.40
SFAND-SB 0.15 0.16 0.01 0.00 5.02 3.40
SFAND-LCV_LO 0.13 0.16 0.01 0.00 4.94 8.80
STAN-SB 0.10 0.17 0.01 -0.00 5.06 8.40
STAN-LCV_LO 0.12 0.11 0.01 -0.00 4.94 11.20
STAND-SB 0.15 0.02 0.01 -0.00 4.94 9.20
STAND-LCV_LO 0.13 0.03 0.01 -0.00 4.94 10.60
K2 0.13 0.15 0.01 -0.00 4.98 8.60
TPDA 0.01 0.15 -0.00 0.00 4.75 13.00
MMHC 0.00 0.16 0.00 -0.00 5.04 10.60

Table 6.6: Results of simulations evaluated with the maximum profit crite-
rion. The average rank (AR) which is highest is underlined and bold, ARs
which are not significantly different at a significance level of 5% are in bold.
Techniques different at a 1% significance level are in italic script, whereas
techniques significantly different at 5% but not at 1% are in normal script.
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mostly interested in the fraction of the client base which will maximize
his profit, i.e. those customers with a high churn probability. Typically,
only a small proportion of all customers will be included in a retention
campaign.

6.5.1 Classification Performance

To analyze the impact of feature selection on classification perfor-
mance, a Friedman test has been employed. When using AUC as
performance measure, the p-value is 0.24, for MP it equals 0.85, both
unambiguously implying that the feature selection does not signifi-
cantly affect performance. This is positive, as it gives the opportunity
to reduce the number of variables without a significant decrease in
the predictive power of the resulting models. The complexity of the
resulting models will be discussed in the next subsection.

The Friedman test is also applied to investigate whether the
differences among classifiers are significant. The p-value with regards
to the AUC measure is 6.53 · 10−13 and for MP it equals 5.77 · 10−4,
indicating that the differences among classifiers are statistically sig-
nificant. Hence, a post-hoc Nemenyi test is performed. The outcome
of this test is graphically illustrated for both performance metrics in
Figure 6.5(a) and Figure 6.5(b). The left end of the line segments
indicate the average rank whereas the length is equal to the critical
distance at a 1% level of significance, enabling the reader to compare
techniques among each other, not only with the best method5. The
vertical full line gives the cutoff for the 1% level, the dotted and
dashed line for the 5% and 10% level whereas the critical distance
is equal to 6.75, 5.96, and 5.56 for the the 1%, 5%, and 10% sig-
nificance levels respectively. One can observe that AUC and MP
lead to different rankings, although most of the techniques are not
significantly different. AUC is more discriminative as opposed to MP,
following from the fact that AUC is measuring classifier performance

5Note that the Nemenyi test is designed to allow comparisons between each
pair of techniques, i.e. to make k(k − 1)/2 comparisons
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Figure 6.5: Post-hoc Nemenyi test at a significance level of 1%. The dotted
and dashed line indicate the cutoff at a significance level of 5% and 10%
respectively.

over the whole output range, whereas MP only looks at the optimal
fraction of clients to include in a retention campaign and assesses
prediction performance at this specific point. Thus, when using MP
to evaluate the classifiers for practical purposes, i.e. application in a
real life churn setting, it is likely that none of the Bayesian Networks
significantly outperforms the others, except for TPDA. This is an
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interesting conclusion, since it indicates that General Bayesian Net-
work methods (except for TPDA) could be used, which are preferable
as they lead to more compact and interpretable networks. It is also
remarkable that the BN classifiers are not able to outperform logistic
regression, a straightforward and fast technique.

6.5.2 Complexity and Interpretability of the Bayesian
Networks

The discussion above focussed on the performance of the classifiers,
which is only one aspect of a good churn prediction model. Also
the complexity and interpretability of the resulting classifiers are
key properties, since comprehensibility of the model is important
as discussed in Section 6.2. Bayesian networks are appealing to
practitioners, as they give an intuitive insight in the factors driving
churn behavior and the dependencies among those factors. This
applies less to the Naive Bayes classifier and the Augmented Naive
Bayes classifiers, since they include, by nature, all or many variables
and prohibit general network structures. General Bayesian networks,
on the other hand, are more flexible and typically use less variables.
As a result, Markov Blanket feature selection will be more useful in
combination with (Augmented) Naive Bayes classifiers, since these
do not contain a mechanism to get rid of redundant variables.

Figure 6.6 illustrates the network complexity by showing the net-
work dimension and the number of nodes and arcs for each algorithm-
feature selection combination, averaged over the data sets. The di-
mension of a Bayesian Network is defined as the number of free
parameters needed to fully specify the joint probability distribution
encoded by the network, and is calculated as:

DIM =
n∑
i=1

(ri − 1) · qi (6.13)

with ri being the cardinality of variable Xi and:

qi =
∏

Xj∈ΠXi

rj (6.14)
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with ΠXi the direct parent set for node Xi. For logistic regression,
which is included in the study as a benchmark algorithm, the number
of nodes is equal to the number of attributes, the dimension (or
number of free parameters) equals the number of attributes plus one,
and the number of arcs is meaningless and therefore discarded for
this algorithm.

The graphs show that feature selection reduces the number of
nodes, arcs and dimension, as one would expect. The reduction of
nodes and arcs is more substantial for the (Augmented) Naive Bayes
networks, as mentioned before. An exception could be noticed for
the TPDA algorithm where the complexity again increases for MB.01
after having dropped for MB.05. This could be attributed to the fact
that the MB feature selection algorithm excluded a variable which
had large explanatory power within the TPDA framework and in
order to offset this loss, the algorithm has to include more variables
than before. This case illustrates that one should be careful when
applying feature selection prior to the use of a GBN algorithm. This
category of methods already reduces the number of parameters by
itself, so reducing the variables prior to training the classifier might
be redundant at best or even worsen the result.

Moreover, one can observe that the Augmented Naive Bayes
classifiers, which relaxed the TAN assumption, are able to reduce
the number of nodes and arcs compared to TAN, without a loss in
predictive power. Nevertheless, the networks are still too complex to
be easily interpretable. The GBN algorithms reduce the complexity
even more and contain around 5 to 7 variables, with the only exception
of K2, creating very dense networks6. Figure 6.7 shows the network
created for data set D2 by the MMHC algorithm (without prior input
selection). D2 is a real life data set from an operator and contains
a high number of variables. Nonetheless, the algorithm is able to
withhold only 5 attributes to predict churn behavior. When looking

6In the K2 algorithm, it is possible to limit the number of parents for each
node. As the goal was to test this algorithm as a GBN, this restriction was not
imposed, resulting in very dense networks.
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Figure 6.6: Complexity of the Bayesian networks.
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Figure 6.7: Bayesian network for data set D1, created with MMHC without
prior feature selection.

at the network, it is very important to realize that the arcs do not
necessarily imply causality, but they should rather be interpreted as
correlation between the variables. For this network, one can observe
that for instance the age of the current handset is correlated with the
number of months in service and with churn behavior. The former
relation could be explained by the fact that many operators offer a
new mobile when signing a contract, whereas the latter could point
to a motive for changing mobile phone operator, i.e. a promotional
action at another operator. Such relations could be helpful for a
company to identify red flags or warning signs for churn behavior.
Moreover, it allows to check whether a churn prediction model is in
line with current domain knowledge, increasing the credibility and
applicability of those models.

6.6 Conclusion

Customer churn is becoming an increasingly important business ana-
lytics problem for telecom operators. In order to increase the efficiency
of customer retention campaigns, operators employ customer churn
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prediction models based on data mining techniques. These prediction
models need to be accurate as well as compact and interpretable.
This study investigates whether Bayesian Network techniques are
appropriate for customer churn prediction.

Classification performance is measured with the Area under the
Receiver Operating Characteristic Curve (AUC) and the Maximum
Profit (MP) criterion. The results show that both performance mea-
sures lead to a different ranking of classification algorithms, even
though not always statistically significant, and that AUC is more
discriminative than the MP criterion. Whereas AUC measures perfor-
mance over the whole customer base, the MP criterion only focusses
on the optimal fraction of customers in order to maximize the ef-
fectiveness of a retention campaign. In a real life context, the MP
criterion is preferred as it will maximize the profit for a telecom
operator and therefore, the main conclusions will be based on this
performance measure.

The results of the experiments show that Bayesian Network
classifiers are not able to outperform traditional logistic regression.
However, their contribution lies in the fact that they offer a very
intuitive insight into the dependencies among the explanatory vari-
ables. The study indicates that Augmented Naive Bayes methods do
not lead to compact networks, whereas General Bayesian Network
algorithms result in simple and interpretable networks. This may
aid practitioners in understanding the drivers behind churn behavior
and in identifying warning signs for customer churn. Moreover, the
Max-Min Hill-Climbing (MMHC) algorithm was able to create a
compact and comprehensible model without a statistically significant
loss in classification performance, as compared to logistic regression
and Augmented Naive Bayes techniques.

Furthermore, the impact of Markov Blanket (MB) feature selec-
tion was tested. The outcome indicates that a reduction of variables
as a result of MB feature selection does not decrease the perfor-
mance significantly. Especially for Augmented Naive Bayes networks
it proves to be useful, as it decreases the number of attributes sub-
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stantially. For General Bayesian Network classifiers on the other hand,
MB feature selection is discouraged as the General Bayesian Network
algorithms themselves already limit the network complexity, making
a prior input selection redundant.
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Chapter 7

Predicting online channel
acceptance with social
network data

Abstract

The goal of this chapter is to identify a new way to predict whether
a specific person believes buying online is appropriate for a specific
product. By analyzing data that was gathered through a survey, we
show that knowledge of a person’s social network can be helpful
to predict that person’s e-commerce acceptance for different prod-
ucts. Our experimental setup is interesting for companies because
(1) knowledge about only a small number of connections of potential
customers is needed; (2) knowing the intensity of the relation is not
necessary, and (3) data concerning variables such as age, gender
and whether one likes working with the PC is not needed. Hence,
companies can rely on publicly available data on their customers’
social ties. Network-based classifiers tend to perform especially well
for highly durable goods and for services for which few customers
think it is appropriate to reserve them online.
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7.1 Introduction

Online sales are on the rise. According to Forrester research (Mulpuru
et al., 2012), Americans spent more than $200 billion on online
shopping in 2011 and this figure is expected to increase to $327 billion
by 2016. Online sales still only make up less than seven percent of
overall retail sales. This implies that publicity for an online shop
has only a low chance of being shown to a person who thinks that
buying that product via an online channel is actually appropriate.
The question arises how companies can better target their efforts in
order to reach the people who believe that buying a specific product
online is appropriate. In fact, prior research (also in this journal,
Chiang et al. (2006)) already revealed the importance of being able
to accurately predict a consumer’s choice for buying via an online
channel or a traditional channel.

The channel choice has been related to different elements per-
ceived by consumers. Customers generally prefer traditional markets
to web stores but the customer’s acceptance of electronic channels de-
pends on the products under consideration. Liang and Huang (1998)
tried to relate the acceptance of online buying to the consumer’s per-
ception of transaction-costs associated with shopping (which in turn
is determined by uncertainty and asset specificity). Other research
indicated that online experience is the dominant predictor of whether
or not a respondent had ever bought anything online (Bellman et al.,
1999). Kwak et al. (2002) confirmed that experience with the Internet
is an antecedent of Internet purchasing behavior and they showed that
demographics, personality type and attitude towards the Internet are
also relevant antecedents. The satisfaction with online shopping was
shown to positively correlate with elements such as the consumer’s
perception of the convenience, product information and financial
security of web stores compared to traditional stores (Szymanski and
Hise, 2000). Gupta et al. (2004) showed that the loyalty to a chan-
nel (offline or online) depends on the risk-averseness of the person;
while it is not necessarily so that risk-neutral consumers are more
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likely to prefer the electronic channel than risk-averse consumers.
All these studies assume that the process of the consumers’ channel
evaluation is linear compensatory. Chiang et al. (2006) developed
neural network models to model noncompensatory decision processes.
They found that noncompensatory choice models using neural net-
works outperform compensatory logit choice models in predicting
consumers’ channel choice.

All of the studies above found relevant antecedents of channel
choice, but it is often difficult for companies to get access to the data
about these antecedents if they want to target potential customers. In
contrast, information on a potential customer’s social network is often
publicly visible (e.g. via a Facebook account; lists with members of a
sports team, etc.) and the question arises whether companies could
effectively leverage knowledge about people’s social networks. Social
networks have been shown to play a role in people’s behavior. For ex-
ample, Burt (1987) showed that connections between physicians have
an effect on the adoption of a new drug by the physicians. Sykes et al.
(2009) found that an employee’s social network characteristics, cap-
turing the employee’s position in the network, help in understanding
the use of a new company information system. Dierkes et al. (2011)
showed that word of mouth in social networks affects churn (i.e., the
decision to leave a communication service provider). Goethals (2012)
found that knowledge of social links between students is valuable to
identify which students will study an online theory video before next
class. As a final example, Kiss and Bichler (2008) showed that the
choice of network centrality measure used to select an initial set of
customers in a viral marketing campaign matters. All in all, we can
say that knowledge about a person’s social network has been shown
to be valuable in several settings.

We are not aware of studies that used knowledge of the consumers’
network to predict the consumer’s choice of an offline or online
channel. Our research takes a complementary approach to the research
on e-commerce acceptance mentioned above by using knowledge
about social networks in predicting what channel a consumer finds
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acceptable for the purchase of different products. More specifically,
we suggest the use of network-based classifiers to predict consumers’
choice for offline or online channels. Hence, this research addresses
the following question: Can partial knowledge about a person’s social
ties help predicting the person’s perceived appropriateness of the
online channel to buy different products and services? Rather than
trying to investigate this immediately at the level of the entire
Internet population, this study tests the new approach in a subset
of that population as a kind of proof-of-concept. There are several
theories that explain the relevance of considering social networks in
predicting people’s behavior. People who are close to each other in a
social network may behave similarly for several reasons. First, social
contagion may cause people to choose engaging in similar behaviors.
Second, homophily may cause people with the same behavior to stick
together.

Social contagion arises when people in a social structure use one
another to manage the uncertainty of innovation (Burt, 1987). There
are two main models explaining social contagion. First, the cohesion
model focuses on the effects of frequent and empathetic communica-
tion between the parties. The parties are more likely to adopt the
same practices because they come to a shared evaluation of the costs
and benefits of adoption (Burt, 1987). Second, the structural equiv-
alence model shows that, even among people who are not directly
connected but who are connected via a third party, there may be a
similar behavior because of social contagion. This model accentuates
the competition between individuals: if two individuals share more
connections with other parties, there is a more intense feeling of
competition between these individuals. If there is an innovation that
could make one individual look more attractive than the other, he
or she is likely to adopt it rapidly to prevent the other individual
from appearing more attractive in the eyes of all shared connections.
People then act as they believe people in their position should act
(Harkola and Greve, 1995). Examining the importance of cohesion
versus structural equivalence, one study found that the adoption
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of medication by doctors was strongly determined by structural
equivalence, while it was virtually unaffected by cohesion (Harkola
and Greve, 1995). Similarly, in their study of perceptions of journal
significance among sociological methodologists, Burt and Doreian
(1982) found that while both cohesion and structural equivalence
influenced expert perceptions of journal significance, the latter was a
more accurate predictor. Other studies found that both exerted the
same effects. Another study on the diffusion of construction technol-
ogy suggests that the mechanism that is the most salient is actually
contingent upon the diffusion phase (Harkola and Greve, 1995). The
term homophily refers to the practice that generally contacts between
similar people occur at a higher rate than among dissimilar people.
Homophily theory (Lazarsfeld et al., 1954; McPherson et al., 2001)
argues that individuals who are similar in terms of demographic and
spatial attributes will also be similar in terms of beliefs and values.
Homophily has been observed in many kinds of social networks (Blau,
1977; Macskassy and Provost, 2007; McPherson et al., 2001).

To the best of our knowledge, this is the first study that uses
social network classifiers to predict the channel choice of an indi-
vidual. Hence the main contribution of this chapter is that it tests
the applicability of social network classification techniques to this
particular prediction problem. This exploratory study shows that
knowledge about the social network is valuable in this context and
that the value depends on the product (group) under consideration.
This study thus does not claim that this method outperforms all
previous research models (although we did a benchmark, see Section
7.4). Rather, from a practical perspective, it recognizes that it is often
easier for companies to get insight into a potential customer’s social
network (for example through Facebook pages, lists with members of
local organizations,etc.), while it may be harder to get information on
classic variables (e.g., frequency of Internet use, age, city size, etc.).
The latter requires typically direct interaction with the potential
customer.

In what follows, we first discuss the way this research was con-



128 7.2. RESEARCH METHOD

ducted. Next, we present theory on social network classification in
Section 7.3. Section 7.4 presents the data analysis approach. Subse-
quently, the results are discussed in Section 7.5 and conclusions are
drawn in Section 7.6.

7.2 Research method

In this section we first justify the choice of our sample and we present
respondent characteristics. We also justify the choice of different
products that were used in the survey.

7.2.1 Survey procedure

As stated above, our research explores the usefulness of a new ap-
proach on one subset of the Internet population. More specifically, we
relied primarily on a student sample, as is often done in exploratory
Information Systems research. (In fact, 36% of papers in ISR and
MIS Quarterly over the period 1990-2010 that used samples of in-
dividuals, used student samples (D. Compeau, 2012)). As the goal
of our research is to analyze whether knowledge of the choice of a
person’s friends’ channel allows one to predict that person’s channel
choice, we need to know about the channel choice of a number of
interrelated people. As we did not know a priori how important it is
to have knowledge on a big part of a person’s network, we needed
access to a network where a high response rate could be achieved.
This is the case in our student population. (As will be clear from the
experimental setup in Section 7.4, this allows us to gradually drop
information on network nodes in the tests).

Two surveys have been conducted in April 2011. A first survey
was meant to gather information about the social network of the
respondents. The survey was distributed to students in their third
year at a management school. Students were asked to list their closest
friends at the school. They also had to grade the intensity of the
relation (A: we are together most of the day, B: we meet once a day
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for a short talk, C: we meet a few times every week, D: we meet once
a week). This survey yields a social network indicating whether there
is a link between two individuals, and how strong this link is.

The second survey concerned e-commerce adoption. The students
involved in the first survey were explained in class the role of the
Internet in doing business and were introduced to the survey. For a
bonus mark, students were asked to fill out the survey themselves at
home. They were also asked to invite both their parents to fill out
the survey. In order to motivate students to collect data rigorously
(and of course to have them learn about the issue), they received the
additional task to write a paper, formulating findings based on an
analysis of the data that was collected.

More specifically, the second survey asked respondents to reveal
how appropriate they thought some medium was for buying different
products (see Table 7.1 for the product list). They had to reply
in line with how they purchased the product, or how they would
purchase it if they had not purchased it before. For each product, the
respondent had to give a value from one to five to reveal his opinion
about the appropriateness of some medium that could be used to
achieve the task. The value ’1’ was used to denote a medium that was
considered ’very appropriate’; the value ’2’ indicated ’appropriate,
but less important’, etc. Several mediums were included (e.g., the
website of the seller; another website (e.g., e-bay), face-to-face contact
and telephone) and an option ’other’ was included as well. The option
’other’ generally received a score of 5 from the respondents, implying
that the mediums we mentioned seemed comprehensive.

This survey also asked about several variables that had been
shown in prior research to be important antecedents of e-commerce
acceptance. For example, Bellman et al. (1999) revealed that online
experience was the dominant predictor of whether or not a respondent
had ever bought anything online and Kwak et al. (2002) showed the
relevance of demographics and attitude towards the Internet. Hence,
we included variables in the survey to measure the number of years
Internet access, the intensity of Internet use and the intensity of
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Figure 7.1: Age distribution of the sample.

e-mail use and the city size. Other variables that were included
concerned age, gender, whether one likes working with the PC, etc.
We refer to Table 7.2 for an overview of the different variables. We
note this survey was run several consecutive years and each year
the survey instrument was improved, to make sure students and
parents would understand the questions correctly. The data used in
this research project only stems from the last year this survey was
conducted (academic year 2010-2011), as that was the only year also
social network data was collected.

7.2.2 Respondent characteristics

We can distinguish two main groups in the sample: the students and
their parents. This is clearly reflected in the age distribution, which
is shown in Figure 7.1. There is a large group with the age closely
distributed around twenty years, and another group where the age
varies between 40 and 60 years.

The sample is evenly distributed with regard to the gender, with
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approximately as many male (50.6%) as female (49.4%) respondents.
Given the fact that the survey was conducted at a French Manage-
ment School, it is not surprising that the majority (about 80%) of
the respondents is French, whereas 8% is Indian and 10% comes from
other countries. When looking at the occupation of the respondents,
we note that roughly one third of the people are students, 55% is
working and 10% is unemployed. Furthermore, most of the respon-
dents use a PC for their occupation, since 66% indicates to use it
constantly and 17% to use it sometimes.

7.2.3 Products presented in the survey

Prior research showed that for specific types of products, consumers
are more likely to buy them online, while other products are more
likely to be bought offline (Kwak et al., 2002). In contrast to such
research, we do not try to predict the channel that will be used for
different products. Rather, we investigate whether friends that want
to buy a specific product are likely to behave alike. Other research
showed that the channel attributes that influence a consumer’s choice
for a channel depend upon the product type (Chiang et al., 2006).
While such research investigated whether specific variables play a role
for the average customer when buying some product, we implicitly
investigate here whether those variables are likely to get a different
score from different people. For example, while prior research showed
that the question of whether it is ’easy to find product information’
is a relevant predictor of the choice of purchasing channel, the answer
to that question may get a bigger weight from one person than
from another when buying a new computer, depending on the IT
skills of the person and the extent to which additional computer
system information is directly understandable. On the other hand,
when buying a new air-conditioning system, people may be more
likely to have the same values that play a role. It is less likely for
instance to have ’air-conditioning-savvy’ people in our sample. All in
all, for some products consumers may be more likely to buy the way
their friends do, while for other products consumers may have other
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values that play a role and they make up their own mind. Therefore,
we considered it to be good practice to ask respondents about the
appropriateness of different media to buy different products.

We built on prior research in the choice of products that were
included in the survey. For the most part, Liang and Huang (1998)
and Chiang et al. (2006) use the same categories of products: an infor-
mation product, a product that one may want to try, a (deteriorating)
product of which one may want to check the quality more intensively,
a durable product, a product that may be bought with temporal con-
sideration and a product that may be bought without much thinking.
While we respected these categories, we made additional distinctions
to get a bigger diversity in products, as shown in Table 7.3. For
example, we distinguish products about which risk-averse people
may be more or less anxious. Furthermore, we distinguish durable
products for which different knowledge levels may be more or less
likely. We also distinguish services for which the risk is run at the
moment of (online) reservation or after the actual consumption of
the service. For services, the practice of ’buying’ then took the form
of ’making a reservation for’ the service. Looking from a different
viewpoint, the product list contains products that our respondents
were very likely to have bought and products they were less likely to
have bought. Similarly, the list contains products and services that
are very often bought online and others that are very often bought
offline.

Before getting into real network effect tests, it is interesting to
visually investigate whether network effects are likely to be found
when predicting the channel choice for buying these products. The
charts in Figure 7.2 show the relation between the acceptance of
online buying by a node and the acceptance of online buying by the
node’s neighborhood for two products in the list. The dots in the
charts show on the Y axis the average adoption rate of the nodes
whose neighborhood’s adoption rate lies within an interval of [0−0.1);
[0.1 − 0.2); and so on (the dot is put in the middle of the interval
on the X-axis). We only show data for some interval if there were
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Prod. nr. Product name Description

1 2nd hand car Deteriorating product requiring quality
check

2 Books Information product
3 Pubs and cafe-

tarias
Service that may be acquired with temporal
consideration (smaller risk)

4 Computers Durable product with relatively high cost
and requiring maintenance; very different
knowledge levels likely

5 Fitness centers Service bought without much thinking
6 Camera Durable product with relatively high cost

and requiring maintenance; slightly different
knowledge levels likely

7 Hotels Pure service that may be reserved with tem-
poral consideration (financial risk at reser-
vation)

8 Car rental Product that may be acquired with tempo-
ral consideration (bigger risk)

9 Clothing Product with special needs of physical trial
10 Family doctor Pure service that may be reserved with

temporal consideration (no financial risk at
reservation)

11 Airconditioning Durable product with relatively high cost
and requiring maintenance, no different
knowledge levels likely

Table 7.1: Products included in the survey

more than five nodes for which the neighborhood’s adoption rate was
in that interval, so as not to distort the overall picture with scarce
cases. A linear trend line was added. Charts for other products are
very similar. The charts suggest that for some products we are likely
to find network effects (e.g. for product 3) and for other products we
are less likely to find such effects (e.g. for product 2).

7.3 Social network classification

Formally, a social network is defined by a graph G, consisting of
a set of nodes v ∈ V, that are connected by a set of links e ∈ E;
and G = (V,E). The number of elements in the sets V and E are
denoted respectively by n and k. The nodes in this study represent
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Figure 7.2: Relation between a node’s adoption and adoption by the node’s
neighborhood

persons whereas the links represent social ties. The links in a graph
can be directed or undirected. Directed links point from an origin
to a destination node and incorporate a direction property (e.g.,
node vi gives help to node vj), whereas undirected links do not (e.g.
node vi and node vj were present at the same event). In this study,
undirected links are adopted, and maximum one link exists between
two persons vi and vj . A graph can be represented by an adjacency
matrix A = (aij) or a weight matrix W = (wij) of size n × n. An
entry aij or wij represents the edge between a vertex vi and a vertex
vj . The value of aij in an adjacency matrix (also called connectivity
matrix) is equal to one if an edge exists between vertices vi and vj ,
and equal to zero when no connection exists. In principle, the weights
wij ∈W can take any value. Typically, a weight expresses a property
or characteristic of a link, in this study the strength of a social
tie between two persons. A value of wij equal to zero means that
no relation exists between two vertices. Furthermore, the classifiers



CHAPTER 7. PREDICTING ONLINE CHANNEL ACCEPTANCE 135

used in this study will focus on the first order neighborhood for
classification. The first order neighborhood of a node i is indicated
with Ni and contains all nodes which are directly connected with i.

Besides the social network structure, there is further information
about the nodes themselves. Assume a data set D = (xi; li) with
i = 1 . . . n, xi an attribute vector representing the information about
person i (e.g. age, gender, etc.), and li a class label indicating the
value for a binary target variable of the customer i (e.g. whether the
customer intends to purchase the product online). In the remainder
of this study, c will be used to refer to a non-specified class label
value, either equal to one or zero. Typically, the class labels are not
known for every node, and the set of nodes (persons) with unknown
labels is denoted as VU , whereas VK is the set of nodes with known
labels. The aim of a classification method is to predict the unknown
labels. In general, a classification techniqueM maps to each attribute
vector x either a class label c or produces a continuous score s(x).
Typically, a higher value of the score indicates a higher probability,
e.g. to purchase a certain product online, and the continuous score
function s(x) can be mapped to class labels by setting a cut-off value.

Traditional (i.e. non-relational) data mining techniques do not
take into account information contained in the social network struc-
ture, but they use local variables. The difference between a local
variable and a network variable is that a local variable can be calcu-
lated with information about the individual itself only. To calculate
a network variable, information about the social network structure
needs to be known. A typical example of a local variable is the age,
whereas the average age of someone’s friends would be a network vari-
able. In order to incorporate network effects, Macskassy and Provost
(2007) introduced a framework for classification in networked data.
In this node-centric framework, a full relational classifier comprises
a local (non-relational) classifier ML, a pure relational or network
classifier MR, and a collective inference (CI) procedure. Local classi-
fiers, which solely make use of the attributes that are related to the
entity that is to be classified, have been extensively studied by the
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data mining community (see above for examples in the e-commerce
acceptance domain). Typical examples of local classifiers are decision
tree classifiers, neural networks, support vector machines, statistical
classifiers such as logistic regression or Bayesian-based methods, and
many others. In this chapter, the emphasis lies on the network-based
models which have been subject of few research so far, i.e. the pure
relational classifier and the collective inference procedure. A pure
relational classifier uses information about a node’s neighborhood
to predict its label or score. However, it is clear that, when two
connected nodes have unknown labels, a pure relational classifier
will experience problems to predict unknown labels. Collective infer-
ence (CI) procedures are developed to assign a label or score to all
unknown nodes, by employing an iterative scheme. The relational
classifiers and CI procedures applied in this study are briefly dis-
cussed in Section 7.3.1 and Section 7.3.2 respectively. For detailed
information and formulas, one may refer to the paper of Macskassy
and Provost (2007).

7.3.1 Relational classifiers

In this study, two relational classifiers are applied. The first one is
the weighted-vote relational neighbor (wvrn) classifier, which
estimates the probability of a customer to buy a product online as a
function of the probabilities of his neighbors. More specifically, it will
calculate the weighted sum of the neighbor’s probabilities, according
to the following formula:

P (li = c|Ni) = 1
Z

∑
vj∈Ni

wij · P (lj = c|Nj), (7.1)

where the linkage strengths wij serve as weights, and Z is a normalizer
in order to yield probabilities between zero and one. The symbol
Ni stands for the neighborhood of node i, i.e. it is the set of all the
nodes which are connected to i. In other words, this means that the
likelihood of someone belonging to class one becomes larger when
more of his direct neighbors belong to class one, or when the link
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to neighbors belonging to class one becomes stronger. As stated
by Macskassy and Provost (2007), the wvrn classifier assumes the
concept of homophily, i.e. the propensity for linked entities to belong
to the same class.

The class-distribution relational neighbor (cdrn) classifier,
based on Perlich and Provost (2003) and Rocchio’s method (Rocchio,
1971) learns a model based on the global distribution of neighbor
class labels, instead of simply using the weighted sum of neighbor
class labels as the wvrn classifier does. The class vector CV (vi) of
a node vi is defined as the vector of summed linkage weights wij to
the various classes:

CV (vi)k =
∑
vj∈Ni

wij · P (lj = ck|Nj), (7.2)

whereby the index k refers to the class under consideration. Consider
for example a node v1 which is connected to v2 with weight 1 (w12 = 1)
and to nodes v3 and v4 with weight 5 (w13 = w14 = 5). Furthermore,
assume that v2 is an adopter (l2 = 1) and that v3 and v4 are non-
adopters (l3 = l4 = 0). The class vector of v1 is then equal to:

CV (v1)0 = 1 · 0 + 5 · 1 + 5 · 1 = 10,
CV (v1)1 = 1 · 1 + 5 · 0 + 5 · 0 = 1.

In the example hard labels (0 or 1) were used, but soft labels, i.e.
probabilities, can be used during estimation. The reference vector
RV (c) of class c on the other hand is defined as the average of all
class vectors for nodes known to be of class c:

RV (c) = 1
|VK

c |
∑

vi∈VK
c

CV (vi), (7.3)

with VK
c = {vi|vi ∈ VK , li = c}. Then the probability for a customer

to have a label equal to one can be calculated as the normalized
vector similarity between vi’s class vector and the class reference
vector of class one. Note that any vector similarity measure can be
used, such as for instance L1 or L2 matrix norms, cosine similarity,
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etc., normalized to lie in the range [0; 1]. In the experimental section
of this study, cosine similarity will be applied. So whereas wvrn
relies on the concept of homophily, cdrn concentrates less on the
local environment of the node as this algorithm learns from the
distribution of neighboring class labels in the global picture. We
note that both relational classifiers discussed above implicitly make
a Markov assumption by only including the neighbors of order one.

7.3.2 Collective inference procedures

A relational classifier cannot assign labels to all nodes with unknown
labels in one single step, since two connected nodes may both have
unknown labels. Therefore, a collective inference procedure is needed
in combination with the relational classifiers discussed above. We have
experimented with several collective inference procedures proposed
in (Macskassy and Provost, 2007), such as Relaxation Labeling and
Spreading Activation Collective Inference (spaCI), and found that
these collective inference procedures performed very similar. Hence,
since the methods do not make fundamentally different assumptions,
we will only report the results from tests with Relaxation Labeling
in our study.

Relaxation Labeling (RL) is based on a method introduced by
Chakrabarti et al. (1998), and adopts the following procedure (Mac-
skassy and Provost, 2007). The unknown nodes in VU are initialized
using a local classifier model ML on the data in D, whereby so called
soft labels are used. This means that, rather than sampling a label
value li = {0, 1}, the predicted probability pi ∈ [0, 1] is used as a
label. Another option, which we used in this project, is not to use a
local classifier. Then, the unknown nodes are initially left unknown.
In a next step, an iterative procedure is followed, whereby for each
unknown node a score (probability) is predicted, based on a rela-
tional classifier MR. The iterations are done pseudo-simultaneously,
based on the state of the network after iteration t. As opposed to the
original method, with a pre-defined fixed number of iterations, we
used an adapted version where the iterative procedure stops one step
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after all the unknown labels are filled in. This is done in order to
prevent that the collective inference procedure leads to a smoothing
over the network where all persons receive very similar scores.

7.3.3 Alternative network classification methods

The network classifiers described until now, mainly focus on the
network structure and the known target labels. The local attributes,
such as socio-demographic information, are only taken into account
through the local model, ML, which is used to initialize the node la-
bels. We have experimented with alternative methods to incorporate
the network information into a local model, e.g. into a logistic regres-
sion, through the creation of extra variables containing information
regarding the network structure. A first straightforward approach
is to simply create one extra variable which is equal to the output
score of the network classifier. A logistic regression then uses local
attributes and the score given by the network classifier in order to
estimate class membership.

Another way to take into account the network structure is by
looking at someone’s neighborhood and creating extra variables based
on this neighborhood. Consider that an individual is characterized
by a feature vector x, consisting of m variables such as age, gender,
etc. For each of the variables, one could look how an individual’s
neighborhood is characterized. For example, instead of only looking
at the influence of someone’s age on e-commerce adoption, this would
also take into account the average age of the friends. Hereby, the
average is calculated for continuous variables, and the mode for
categorical variables. Such an approach is called propositionalization
or featurization, and allows to incorporate social network effects
within non-relational models.

We have experimented with these alternative network classifica-
tion procedures in this study. The results were, however, not better
than when applying the network classifier or logistic regression sepa-
rately. Therefore, details about these results will not be reported and
we only mention the alternative network classification procedures
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here for reasons of completeness.

7.4 Empirical case study

In what follows, the social network classifiers introduced in Section 7.3
will be used to analyze e-commerce adoption, based on the survey
data presented in Section 7.2. First, the necessary data preprocessing
is discussed. Then we briefly give an overview of the experimental
setup, after which the results are shown.

7.4.1 Data preprocessing

The first survey collected information about students’ social ties
by asking students to list their friends. Processing the survey data
results in a network graph with directed links, whereas the meth-
ods described in Section 3 work with undirected links. Therefore,
the directed links have been replaced with undirected links. Three
different representations of the network were created that way: one
with binary information about the existence of links, one with the
maximum link strength of both directed links, and one with the
average link strength of both directed links. This resulted in social
networks with 681 nodes and 1102 undirected links.

In the second survey the respondents were asked to provide
information about how they purchased each of the products, or
how they would purchase it if they had not purchased it before. No
distinction was made in the tests between an actual purchase and
the reflection of how a customer would make a purchase, following
the reasoning of Jackson et al. (1997). The respondents indicated the
appropriateness of two online media on a scale from 1 to 5. Given
the fact that a value of ’1’ means that the medium is considered very
appropriate, the minimum of the scores on the two media was taken
to have a score for the appropriateness of online media. Next, this
score (still having possible values from 1 to 5) has been transformed
into a binary target variable where 1 corresponds to appropriate
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(1 or 2) and 0 to less appropriate (3 to 5). This binary target variable
was to be predicted by the social network classifiers. As respondents
could mention friends at school who did not fill out the survey (but
nevertheless connected several students), we did not have data on all
nodes in the network. Overall, data on 38% of the nodes was missing.

Besides the target variables, further information from the survey
is available, displayed in Table 7.2. These variables would typically
be used by a traditional data mining approach (by a local model,
as defined in Section 7.3), whereas the social network information is
used by the relational classifiers. In this study, a logistic regression
model will be used as local model for benchmarking. The relevance
of many variables in Table 7.2 has been shown in prior research (as
illustrated with references).

7.4.2 Experimental setup

The network-based classifiers employed in this study only consist
of a relational classifier MR and a collective inference procedure,
and do not incorporate a local model. The two relational classifiers
introduced in Section 7.3.1 have been combined with the CI procedure
from Section 7.3.2, leading to two networked classification techniques,
which only take into account the network structure and the known
labels. Remind that these techniques have been used on three types
of network structure: a simple connectivity matrix, a weight matrix
taking the average link strength, and a weight matrix with the
maximum link strength. Furthermore, a logistic regression model
(LR), which is a local classifier, has been included in order to compare
the performance of the networked models too. However, it is important
to note that the nature of the data required by both models is
significantly different. The logistic regression model is a local model
and hence requires local data. The network classifiers on the other
hand only need a connectivity/weight matrix, which reveals the
connections between people. This information is much more readily
available on online social network platforms, such as Facebook for
instance. The networked learners have been implemented in Matlab,
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whereas for logistic regression the Weka toolbox was used.
To gauge the strength of classification techniques, a variety of

performance measures has been proposed (Ali and Smith, 2006). A
very commonly used tool in performance measurement of classifiers
is Receiver Operating Characteristic (ROC) analysis (Fawcett, 2006).
Typically, a classifier assigns a score s(x) to each instance, based
on the attribute vector. Classification is then based on the score
by defining a cutoff t, whereby instances with scores higher (lower)
than t are classified as cases (non-cases). A ROC curve shows the
fraction of the correctly classified cases (i.e. instances with label one),
versus one minus the fraction of the correctly classified non-cases (i.e.
instances with label zero), for a varying cutoff. A classifier which ROC
curve lies above the ROC curve of a second classifier is superior, and
the point (0; 1) corresponds to perfect classification. Although ROC
curves are a powerful tool for comparing classifiers, practitioners
prefer a single number indicating the performance over the visual
comparison of ROC curves. Therefore, the area under the ROC curve
(AUC) has been widely adopted in the data mining community for its
simplicity of use. Assume that fl(s) is the probability density function
of the scores s for the classes l ∈ {0, 1}, and Fl(s) the corresponding
cumulative distribution function. Then, it can be shown that AUC is
defined as follows:

AUC =
∫ +∞

−∞
F0(s) · f1(s)ds. (7.4)

If the AUC of a classifier is larger than 0.5, then the classifier is able
to draw meaningful conclusions with regard to the target variable
(Fawcett, 2006).

Besides AUC, which is an important tool to compare classifiers,
we also used the lift coefficient in this study to measure performance.
This measure is commonly used in marketing literature (see e.g.
(Neslin et al., 2006)) and focuses on the prediction performance
in the targeted fraction, rather than the whole sample. The lift
at T% is equal to the percentage adopters in the top T% ranked
customers (ranked by the network model), divided by the base rate
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of adopters. For instance: assume that a predictive model is used to
rank a population (with 25% of adopters) in terms of their likelihood
to adopt a certain technology. The 10%-lift then only looks at the
percentage of adopters in the 10% highly ranked customers. If there
are 75% of adopters in this top fraction, the 10% lift is equal to 3,
i.e. the model does 3 times better than a random selection. Since the
lift coefficient is considered in this domain to be more relevant than
other measures (such as accuracy) (Piatetsky-Shapiro and Masand,
1999), predictive performance will also be reported in terms of the
top 10% lift (Lift10).

For classification performance measurement in this study, the
data set has been split into a test set and a training set. Three
scenarios have been experimented with: a test set consisting of 30%,
50% and 70%, drawn as a stratified random sample from the set of
students with known labels. We used three scenarios to assess the
practical relevance of our results. While companies may have easy
access to networks of people, they do not necessarily have knowledge
about the behavior of these people. By increasing the test set size, we
simulate the fact that a company would only know the label of very
few connected nodes in the social network. By assuming the labels in
the test set to be unknown, the percentage of customers (nodes) with
unknown labels in the network increases from 38% (i.e., friends that
were mentioned by students in the first survey but which did not
fill out the second survey) to respectively 55%, 68%, and 81%. The
reason why the instances with unknown labels, other than those in
the test set, have not been removed from the data set is because they
may contain relevant information about the social network structure.
Note that for the relational classifier, there is no need to train a
classifier. For the logistic regression, however, the nodes which are
not in the test set, and which have a known label, are used to train
the model.

As can be clear from the presentation of the network classifiers
in Section 3, the calculations typically take weights of relations into
account. However, a company that analyses social network data
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in practice often only knows about the existence of a relationship,
without knowing the ’weights’ of the relation. The network classifiers
described in Sectio 7.3 are able to work with a connectivity matrix
and with a weight matrix. Therefore, we ran all calculations three
times: twice using a weight matrix (maximum weight and average
weight) and once using an adjacency matrix (i.e. with binary values
rather than weights).

The complete tables of results are reported in the appendix in
Tables 7.4 to 7.9. A discussion of the main research findings follows
in Section 7.5.

7.5 Discussion

7.5.1 Practical relevance

The results are interesting in many respects. Let us return to our
research question: whether social network data could be helpful to
predict a person’s perceived appropriateness of the online channel
to buy different products and services. To answer this question, we
basically only need to investigate the results of the smallest test set,
which are summarized in Figure 7.3. This graph plots the performance
of the relational classifiers and the logistic regression for each product,
in terms of AUC (top curves, left axis) and Lift10 (bottom curves,
right axis).

A first observation is that for all products the AUC of the net-
work model is considerably higher than 0.50 (the critical value) and
almost always above 0.60; with a highest score 0.67 for fitness centers
(product 5). This implies that knowledge about social networks is
helpful to predict a consumer’s channel choice. While benchmarking
with logistic regression models is not the main goal of this study,
we observe that the network model mostly outperforms the logistic
regression model in terms of AUC (with rather big differences espe-
cially for products 1, 3, 5, 10 and 11). When it does not outperform
the logistic regression model, the network model performance is often
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Figure 7.3: Comparison of social network classifiers vs. logistic regression in
terms of AUC and Lift10 (test set size: 30%; link type: average).

close to that of the logistic regression model.
A look at the results in terms of Lift10 confirms that the network

model often is very valuable. This is especially the case for products 3,
5 and 10. Interestingly, these are the items for which fewest people say
that online buying is appropriate. The value of studying the network
dynamics then becomes apparent when considering the percentage
of people that say online buying is appropriate. The correlation
between the percentage of the respondents that accept online buying
and Lift10 (or AUC) is very negative: -0.83 (for both). (Correlation
coefficient calculated using the results of the RL-wvrn network model
using average weights and a 30% test set, as shown in Table 7.3.)

For companies that are in an industry where many people think
buying online is appropriate (such as the hotel industry), it is less
relevant to predict for unknown people whether they think buying



CHAPTER 7. PREDICTING ONLINE CHANNEL ACCEPTANCE 147

online is appropriate (as the chance is very high for a random person
to accept online buying), and consequently there is little useful to
learn from a network model. On the other hand, for companies in
industries where few people think online buying (or making online
reservations) is appropriate, it is important to identify those people.
It is exactly in those cases that the network model gives a (very) good
performance, with a Lift10 going as high as 3.66. We notice that – in
contrast to what we see with the relational models – the correlation
between the AUC of the logistic regression and the percentage of
people accepting online buying is highly positive (0.72), while the
Lift10 is hardly correlated with that percentage (-0.05). Hence, for
companies that are in an industry where many people think buying
online is appropriate (such as the hotel industry) that still want to
find out who (not) to target with their online reservation system, a
more fully fledged logistic regression may be more appropriate (if
the necessary data to run such a regression is available). That is,
the network model and the logistic regression could be applied in
different industries.

7.5.2 Differences across product groups

Turning to differences between different products, theory suggests
that under conditions of higher uncertainty people would behave more
like their friends (Burt, 1987). Above we already mentioned the fact
that our results are relevant because the relational classifier scores
particularly well when few people accept to buy the product online
(while this is not the case for the logistic regression). E.g., for services
like hotels many people have made reservations before. They have
lived their own experiences, which influence them (possibly together
with the influence of other people). The products in Table 7.3 have
been grouped in 5 categories, so that we can formulate findings for
different types of products. We distinguish durable goods (split in
highly durable and moderately durable goods) from soft goods and
services (split in services that are typically not reserved online and
services that are commonly reserved online). These groups are often



148 7.5. DISCUSSION

A
U

C
(n

et
w

or
k

m
od

el
)

L
if

t1
0

(n
et

w
or

k
m

od
el

)

A
U

C
(L

og
R

eg
)

L
if

t1
0

(L
og

R
eg

)

%
of

no
de

s
ac

ce
pt

in
g

on
lin

e
bu

yi
ng

nr
.o

f
no

de
s

ha
vi

ng
b

ou
gh

t
pr

od
uc

t
al

re
ad

y

Family doctor (prod. 10) 0.66 3.66 0.57 1.43 10 376
Pubs and cafetarias (prod. 3) 0.63 2.46 0.51 0.84 21 369
Fitness center (prod. 5) 0.67 2.06 0.56 1.21 23 198
G1: Services typically reserved offline 0.65 2.73 0.55 1.16 18 314

Airconditioning (prod. 11) 0.64 1.35 0.57 1.36 33 110
2nd hand car (prod. 1) 0.62 1.27 0.55 1.31 33 234
G2: Highly durable goods 0.63 1.31 0.56 1.34 33 172

Camera (prod. 6) 0.64 1.18 0.64 1.46 43 361
Computers (prod. 4) 0.59 1.06 0.64 1.27 49 406
G3: Moderately durable goods 0.62 1.12 0.64 1.37 46 384

Clothing (prod. 9) 0.61 1.08 0.6 1.35 45 455
Books (prod. 2) 0.58 1.04 0.61 1.13 51 454
G4: Soft goods 0.6 1.06 0.61 1.24 48 455

Car rental (prod. 8) 0.61 1.16 0.61 1.23 58 268
Hotels (prod. 7) 0.58 1.04 0.62 1.15 70 393
G5: Services often reserved online 0.60 1.10 0.62 1.19 64 331

Table 7.3: Data used to calculate the correlation between Lift10, AUC (of
the network model) and % of nodes accepting online buying and number of
nodes having bought product/service already, online or offline (data from
the RL-wvrn model using average weights with a 30% test set).

mentioned in marketing literature and – although there are only 2
or 3 items per group – we can get initial insights into the role of
social network models in predicting the acceptance of online buying
of some product group. To do so, we make averages of the values
of the different items in the group (shown in gray in Table 7.3).
The correlation between the AUC (or Lift10) and the percentage of
nodes accepting online buying for these groups is very high: -0.93
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(or -0.83). Our respondents clearly think that buying highly durable
goods online is less appropriate than buying moderately durable or
soft goods online. In line with what we said above, the network model
then performs better in the context of highly durable goods. Similarly,
the network model performs better for the services that are seldom
reserved online than for services that are very often reserved online.

The five groups of products in Table 7.3 have different scores in
terms of Lift10 and AUC, which can be explained by the uncertainty
associated with respect to buying these products/services online
(as mentioned above). There are also some within-group differences.
While the differences in Lift10 within groups 1, 3, 4 and 5 correlate
with the percentage of nodes that accept online buying, other dynam-
ics are creating the difference within group 2: for both products 33%
of respondents said that online buying is appropriate but the AUC
and Lift10 are different. This difference could be related to another el-
ement of uncertainty: whether the person already bought the product
before. Only 110 respondents said they had bought airconditioning
before while more than double (234) said they had bought a 2nd
hand car. If a person never bought airconditioning before, (s)he has
no personal experience in this and friends will act more like role
models. In general, people are more uncertain about products and
services they have not bought/reserved before than for those they
have reserved before. The correlation coefficient between the number
of respondents that actually bought a product and the AUC score
of the relational classifier for that product is negative (-.55) (data
used on individual products as in Table 7.3). In conclusion, while
we suggest further research to investigate specific product groups
in more detail by considering more items for a group, our findings
suggest that network models are particularly valuable in the context
of highly durable goods and services that are seldom bought online.

7.5.3 Impact of relational classifier and link type

The choice of the relational classifier seems relevant, as demonstrated
by Figure 7.4. This graph compares the two types of relational
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Figure 7.4: Comparison of relational classifiers for different test set sizes in
terms of AUC (link type: average).

classifiers (wvrn vs. cdrn) for two test set sizes (30% vs. 70%) in
terms of AUC. More specifically, while wvrn is not outperforming
cdrn significantly in case of a test set of 30%, it is always the best
performing relational classifier when a test set of 70% is used. This
implies that in practice, where companies only know the labels of very
few nodes in the network, companies can rely on wvrn, which happens
to be the easiest of the two relational classifiers to implement. We
note that this finding suggests our approach is viable in a company.
Using a test set of 70% implies 81% of the labels were unknown (see
above). Given that each student mentioned only few links in the
survey, the absolute number of labels that were known for people in
the neighborhood was very low. By extension, if a company studies
the social network (e.g. on Facebook) of its online customers, it
has a reasonably good chance of decently predicting at least the
e-commerce acceptance of common friends.
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Figure 7.5: Impact of link type in terms of AUC and Lift10 (RL-wvrn
classifier and test set size: 30%).

A second important observation (for practical reasons) is that the
results of the calculations are valuable even though only information
on undirected links was used. The algorithms of Macskassy and
Provost (2007) were implemented using undirected links and further
research can investigate the value of having different link weights
in different directions. Figure 7.5 also enables us to analyze the
impact of the different types of connectivity matrix. It compares the
performance of the best performing relational classifier (wvrn) in
terms of AUC (top curves, left axis) and Lift10 (bottom curves, right
axis), and this for three link types: binary (Bin), average link strength
(Avg), and maximum link strength (Max). It is clear from the graph
that neither AUC nor Lift10 is influenced by the choice of link type.
This implies that companies do not need data on the weights of
relations but can use basic information on the presence of social ties.
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Such binary information can often be easily retrieved, be it via online
social media (such as Facebook) or other media (such as membership
lists of organizations; purchases done together, for example for events,
etcetera). Moreover, the social network algorithms do not need data
on variables such as age, gender, intensity of Internet use, etcetera,
so that our approach can really be operationalized in companies.

7.5.4 Limitations and suggestions for future research

This chapter’s new approach to predicting channel choice opens up
several avenues for future research. First, the fact that a significant
AUC is achieved is promising, given that we only consider a low
number of friends for every node. In our dataset, there are 1102
(undirected) edges for 681 nodes, implying there are on average only
3.24 connections per node. Further research could investigate the
social network at a bigger scale, including more friends per node.
Given that our research results show – as one could expect – that
the AUC goes down if less labels are known, the AUC presumably
will go up even further if we would have knowledge on labels of more
connections. Further research could investigate the value of adding
knowledge on more links.

Secondly, and as an alternative to the first suggestion, future
research can consider different subsets from the Internet population.
One limitation of our research is that we only cover specific age ranges.
While student samples have been used in similar research before and
a student sample was interesting to get a high response rate to
obtain sufficient data to test whether considering social networks
could be valuable, future research can start from our finding that
social networks matter, at least in our subset of the population.
Interestingly, our research suggests that future research can even
start from little knowledge about links in the social network, so that
more sparse networks from non-student samples are justified in future
research. Such future studies may want to use a sample from different
age categories than the ages considered in this study, so as to test
whether our findings apply to other age groups.
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Thirdly, we used products in the survey that are likely to differ in
terms of risk that is associated with the purchase, product knowledge
levels that are possible, the moment financial risk is taken when
reserving a service and so on (see Section 7.2). However, we did not
measure the respondents’ perception of these factors. Future research
could try to relate the performance of the network model to the
variability in risk perception, knowledge level, etc. among connected
nodes in the network. Another possible extension of the research
involves investigating other steps of the procurement process, such as
the step where product information is gathered and the step where
one is searching for a supplier. Again one could investigate what
media are considered appropriate to find product information or to
find a supplier and check whether network effects play a role in that
step.

Furthermore, given the different practical consequences of needing
social network data rather than data on other variables (such as age,
gender, intensity of Internet use, etc.), our research project did not
aim at comparing network model results with results given by other
models. The first benchmark results, comparing network models with
logistic regression models, are promising. Future research is needed
to benchmark the network model results with more advanced models
such as models based on neural networks(Chiang et al., 2006), but
our research suggests that network models and logistic regression
models could be valuable in different industries. Finally, we only
consider few products per product category. In order to draw valid
conclusions about entire product categories, it would be good to
focus future studies on many products within individual product
groups. In line with the way recommender systems are often built
(Huang et al., 2004), such a system could also predict the acceptance
of online buying by node vi for product X by looking at node vi’s
acceptance of online buying for related products A, B and C and the
way other nodes accept online buying for products A, B, C and X.
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7.6 Conclusion

The main contribution of this chapter is that it shows that knowledge
of a person’s social network can be valuable to help predict the
person’s acceptance of the online channel for buying different products.
For our sample of the Internet population, consisting of students
and their parents, we found that knowledge on a small number of
connections is sufficient to get a better-than-random prediction of
the person’s e-commerce acceptance. Secondly, our research results
suggest that knowing the intensity of the relation is not required.
Thirdly, with our approach companies do not need to gather data
concerning variables such as age, gender or whether one likes working
with the PC. With our new approach companies can try to use
publicly available data on their customers’ social ties to predict the
e-commerce acceptance of the customers’ connections. All in all, it
seems interesting for companies to build a decision support system
which analyses the social networks of existing customers, especially
when selling services/products that are reserved/bought online by
few people. It allows companies to identify potential consumers for
their online shop, so that online advertisements can for example be
targeted at only those people that are likely to buy online.
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Chapter 8

Conclusions and future
research

This dissertation consists of two main parts. The first part proposes
a new theoretical framework for profit-driven classification perfor-
mance measurement. The second part presents two case studies which
illustrate the usefulness of data mining in the industry. Section 8.1
first discusses the main conclusions of this dissertation, after which
Section 8.2 will provide some interesting opportunities for future
research.

8.1 Conclusions

8.1.1 Profit-driven data analytics

The implications of the findings presented in Part I are straightfor-
ward but essential. Companies rely more than ever on data mining
techniques to support their decision making processes. When eval-
uating a classification technique which is to be used in a business
context, it is imperative to base any evaluation criterion on the goal
of the end user. Since companies strive for profit maximization, a
performance measure evidently should take this into account. The
very commonly used area under the ROC curve (AUC) does have
its merits and an interesting interpretation in the sense that the
AUC of a classification method is the probability that a randomly
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chosen case will be assigned a lower score than a randomly chosen
non-case. However, as Hand (2009) has shown, AUC makes incorrect
implicit assumptions about the misclassification costs, and the use
of this performance metric in a business environment leads to sub-
optimal profits. This dissertation outlines a theoretical framework
which incorporates all gains and losses related to the employment
of a data mining technique, and defines a probabilistic performance
measure, the expected maximum profit (EMP). We have also shown
the interesting link between EMP and the ROC curve, whereby EMP
corresponds to an integration along the ROC curve of a classifier.

As each corporate environment has its own specificities, the frame-
work is defined on a general level. To be applicable to a certain
business problem, the particularities of its cost and benefit structure
need to be incorporated. This process is worked out in detail for the
problem of customer churn and an EMP measure for customer churn,
EMPccp, is derived. Also the link between EMPccp and the H mea-
sure is investigated and it appears that the latter with appropriately
chosen distribution parameters is a good approximation of the for-
mer. The performance measure for customer churn is validated in an
extensive case study. The results clearly indicate that the use of AUC
as a performance metric leads to suboptimal profits. The case study
also points to one of the major advantages of the EMPccp measure.
It does not only select the classifier which maximizes the profit, it
also provides the practitioner with an estimate of the fraction of the
customer base which needs to be targeted in the retention campaign.
This optimal fraction varies from case to case, and deviating from this
fraction again leads to suboptimal profits. Note that the H measure,
although it is able to select the most profitable classifier, does not
provide guidance on the optimal fraction of the customer base to be
included in the retention campaign. Finally, a sensitivity analysis
was carried out, to analyze how vulnerable the EMPccp measure is
to incorrect estimation of the fixed parameters CLV, δ, and φ. The
outcome shows that the EMPccp measure and its resulting ranking is
relatively robust with regard to changes in these parameter values.
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Besides the implementation for customer churn prediction, Chap-
ter 4 proposes an EMP measure for consumer credit scoring, EMPcs.
This performance measure accounts for the benefits generated by
healthy loans and the costs caused by loan defaults (driven by the
loss given default and the exposure at default). The EMPcs measure
allows for profit-driven model selection and parameter tuning, and
thus enables practitioners to pick the credit scoring model which
increases profitability most. Furthermore, the EMPcs measure pro-
vides information about the optimal fraction of loan applications
which should be rejected, from which the optimal cutoff value can be
derived. The cutoff value is of crucial importance in an operational
context, since it is required to transform the ranking, provided by a
classification technique, into an actual division into two groups. By
applying the proposed cutoff value, companies are maximizing their
profitability. This is illustrated with the case study, which shows
that employing the EMP-based cutoff value leads to a higher overall
profit, while less loan applicants are rejected, than with traditional
approaches (based on AUC and accuracy).

Finally, we have explored the incorporation of the profitability cri-
terion into the model building step in Chapter 5. In this exploratory
study, four research hypotheses concerning profit-based model selec-
tion and prediction have been tested with a case study in customer
churn prediction. The results indicate that a focus on profitability
during the model building step – and not only for model selection
– provides opportunities for a further increase in profitability. Al-
though this study is based on one type of classification techniques, i.e.
the ensemble selection (ES) framework, it shows promising results
and encourages a continued research into profit-driven classification
models.

8.1.2 Case studies in data mining

The case study concerning the use of Bayesian network (BN) classi-
fiers for customer churn prediction benchmarked a whole range of
BN classifiers with traditional logistic regression. The study shows
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that BN classifiers perform similarly to logistic regression, but are
more comprehensible due to the visualization the Bayesian network
provides. This comprehensibility feature enables practitioners to in-
terpret results easier, and encourages the adoption of data mining
techniques in the industry.

The case study about social network-based classification algo-
rithms for the prediction of e-commerce adoption also illustrates the
usefulness of data mining in a business context. The study shows that
companies are able to make meaningful predictions based on social
network data only, which is more easily available than the traditional
socio-demographic and behavioral data. This opens opportunities
for companies to identify potential customers, and to target those
customers with tailored marketing campaigns.

8.2 Future research

8.2.1 Profit-driven data analytics

The EMP framework presented in this dissertation provides many
opportunities for future research on profit-driven classification. A
first very interesting but challenging direction has been suggested
in Chapter 5. Part I mainly focuses on profit-based classification
performance measurement, whereas the exploratory study in Chap-
ter 5 provides evidence that profit-driven model building provides
further opportunities for profitability enhancement. Currently, the
majority of models are trained by optimizing a statistical criterion
(such as e.g. the maximum likelihood), whereas we argue that this
criterion should be profit-oriented. There has been research into the
matter of incorporating profit (or rather cost) into the model train-
ing step. E.g. Dmochowski et al. (2010) showed that the weighted
maximum likelihood estimation (MLE) is an upper bound of the
empirical loss – and it is convex, which makes estimation easier. They
argue that the weighted MLE is the preferred cost-sensitive technique.
Masnadi-Shirazi et al. (2012), on the other hand, propose a novel
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method for training cost-sensitive support vector machines, which
are able to take into account example dependent cost. However, even
though these techniques are cost-sensitive, they would benefit from
a general framework, such as the EMP framework, which enables
transferability between different application domains and cost struc-
tures. To fulfill this goal, the EMP framework should be linked to
the model estimation step of several established techniques. This
shift from statistical-based model building to a more profit-oriented
approach poses many challenges, but is worthwhile to be more deeply
investigated.

Another track for future research concerns the EMP framework
and its cost benefit parameters itself. At this stage, the cost and
benefit parameters are considered independent and constant over all
customers, which is a simplified view. However, there may be several
sources of heterogeneity (e.g. customers have different CLV values)
and there may exist dependencies among the cost benefit parameters
(e.g. the acceptance rate in a retention campaign depends on the
nature of the retention offer). Future research should focus on how to
deal with these sources of heterogeneity and dependencies, preferably
in an abstract and generic way so that it is applicable to all industry
settings. Potentially, copulas may be an interesting mathematical
construct to introduce these dependencies in a generic way, since they
allow to easily model joint distributions by estimating the marginal
distribution and the copula separately (Nelsen, 1999). The nature of
dependencies between cost benefit parameters can then be modeled
in a later stage, when the industry-specific dependencies are known.

A third obvious though not straightforward opportunity for fur-
ther research consists of the extension of the framework to multi-class
problems. There is already an extension of the area under the ROC
curve for multi-class problems (Hand and Till, 2001), which could
provide inspiration to develop the EMP framework for multi-class
problems. Furthermore, we could go a step further and extend the
EMP framework to other tasks in predictive analytics, such as e.g.
regression, association rule learning or clustering. Although there is
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no direct applicability of the EMP framework to these fields, the
observed importance of profitability remains equally important for
these other types of predictive analytics within a business context.

Finally, besides the application of the EMP framework to cus-
tomer churn prediction and consumer credit scoring, there remain
many business problems where a profit-driven performance measure
would add value. Among others, data mining techniques are em-
ployed for direct marketing response models (Cui et al., 2006), fraud
detection (Viaene et al., 2002), and viral marketing in social net-
works (Domingos, 2005). Basically, the theoretical EMP framework
provides guidance for any application of classification models within
a business context, as long as the involved costs and benefits are
carefully identified.

8.2.2 Case studies in data mining

The study on social network-based classification for the prediction
of e-commerce also provides interesting opportunities for future re-
search. The current study is based on a survey among students,
and consequently does not reflect the entire population. A follow up
study could investigate whether the same conclusions can be drawn
for other subsets of the population. Likewise, we only consider few
products per product category. In order to draw valid conclusions
about entire product categories, it would be good to focus future
studies on many products within individual product groups.

In addition, we used products in the survey that are likely to
differ in terms of risk that is associated with the purchase, product
knowledge levels that are possible, the moment financial risk is taken
when reserving a service, and so on. However, we did not measure
the respondents’ perception of these factors. Future research could
try to relate the performance of the network model to the variability
in risk perception, knowledge level, etc. among connected nodes in
the network.

Another possible extension of the research involves investigating
other steps of the procurement process, such as the step where
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product information is gathered and the step where one is searching
for a supplier. Again one could investigate what media are considered
appropriate to find product information or to find a supplier and
check whether network effects play a role in that step.
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